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Abstract. This study deals with a generalized form of fractional differential equations with cubic nonlinearity,

employing a matrix-collocation method dependent on the matching polynomial of complete graph. The method

presents a simple and efficient algorithmic infrastructure, which contains a unified matrix expansion of frac-

tional-order derivatives and a general matrix relation for cubic nonlinearity. The method also performs a

sustainable approximation for high value of computation limit, thanks to the inclusion of the matching poly-

nomial in matrix system. Using the residual function, the convergence and error estimation are investigated via

the second mean value theorem having a weight function. In comparison with the existing results, highly

accurate results are obtained. Moreover, the oscillatory solutions of some model problems arising in several

applied sciences are simulated. It is verified that the proposed method is reliable, efficient and productive.

Keywords. Fractional differential equations; matrix-collocation method; convergence analysis; Laplace–Padé

method.

1. Introduction

In the past 40 years, fractional differential equations

(FDEs) have received much attention in describing many

physical phenomena, which arise mainly in applied sci-

ences, such as mathematics, engineering, physical pro-

cesses, signal processing, anomalous diffusion, biology,

chemistry, fluid mechanics and electromagnetics [1–10].

As these phenomena are evolved in the developing world,

FDEs start to exactly govern them instead of integer-order

differential equations. In addition, we draw attention to

the fact that FDEs including nonlinear terms have recently

been of importance for modelling real world problems in

physical sense. However, their physical behaviours cannot

be entirely estimated since finding their exact solutions is

hard. Furthermore, nonlinear FDEs have frequently no

exact solutions. Hence, a great amount of effort has been

devoted to finding the numerical solutions. Especially,

there has been a remarkable increment of development of

numerical methods for solving FDEs in the last decade.

From this point of view, so far, Kürkçü et al [11, 12] have

introduced and employed a novel graph-operational matrix

method for multidelay linear FDEs and quintic nonlinear

FDEs. Gülsu et al [4] have applied the Taylor polynomial

method to solve fractional Ricatti equation. Yüzbaşı [13]

has proposed the Bernstein polynomial method for frac-

tional Ricatti type differential equations. Saeed [14] has

established the CAS Picard method for numerical solu-

tions of the nonlinear FDEs. Yarmohammadi [15] have

presented the spectral iterative method and its conver-

gence analysis for treating nonlinear FDEs. Rehman and

Khan [16] have employed the Legendre wavelet method

(LWM) to obtain the approximate solutions of FDEs.

On the other hand, it is known that the matrix-collo-

cation methods based on specific polynomials, such as

Lucas polynomial [17], Taylor polynomial [18, 19] and

Dickson polynomials [20], provide precise numerical

solutions of integer-order differential equations of several

types. Also, in [11], we use a fundamental structure of

linear FDEs in the proposed method, which contains linear

matrix relations. Further, we observe that this method

immediately yields clear and efficient approximate solu-

tions. Here, in this study, we aim to develop further

matrix relations of the method, which treat both linear and

nonlinear terms of FDEs. This developed method has an

advantage over the existing methods since it makes use of

the matching polynomial of complete graph, a unified

matrix expansion of fractional-order derivative and a

general matrix relation for cubic nonlinearity. Thus, we

can deal with a wide range of FDEs with cubic nonlin-

earity under a unique formulation. A unique computer

program of the method can also be easily devised and run*For correspondence
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on any mathematical software, thanks to its simple and

efficient algorithmic infrastructure.

This study is organized as follows. Section 2 gives

some basics of fractional calculus and matching polyno-

mial, which are required to construct the proposed

method. Section 3 reveals the construction of the

methodology. Section 4 is on the oscillatory behaviour of

the obtained solutions via the present and Laplace–Padé

methods. Section 5 scrutinizes the convergence analysis

and error estimation with the aid of the second mean

value theorem for integrals. Section 6 presents stiff

numerical problems and their obtained results. Section 7

interprets the obtained results via the proposed method

and its validity according to the investigation of the pre-

sent results found in section 6.

A generalized form of FDE with cubic nonlinearity is

X

0� a�m1

Pay
ðaÞðtÞ

þ
X

0� r1 �m2

X

0� r2 � r1

X

0� r3 � r2

Qr1;r2;r3
yðr1Þ yðr2Þ yðr3Þ
h i

ðtÞ

¼ g tð Þ;
ð1Þ

subject to the mixed conditions

Xm�1

k¼0

aiky
ðkÞ að Þ þ biky

ðkÞ bð Þ
h i

¼ wi; m ¼ maxfm1;m2g;

ð2Þ

where t 2 ½a; b�, y(t) and g(t) are defined on [a, b];

fa; r1; r2; r3g are integer- or fractional-order derivatives;

Pa, Qr1;r2;r3
and aik; bik i ¼ 0; 1; . . .;m� 1ð Þ are proper

constants; m1;m2 2 Z0þ.

The matching polynomial solution of Eq. (1) that we

want to seek is of the form (see [11, 12])

y tð Þ ffi yN tð Þ ¼
XN

n¼0

ynMn Kn; tð Þ; ð3Þ

where yn are unknown coefficients and M Kn; tð Þ is the

matching polynomial of complete graph Kn.

2. Some basics of fractional calculus and matching
polynomial

2.1 Fractional calculus

In this section we briefly mention the fundamental

basics of fractional calculus, which are of importance

for the proposed method. Let f tð Þ be a continuous

function on

I ¼ a; b½ � : a; b 2 Rf g:

D is a differential operator and C að Þ is the Euler gamma

function. We can now state the following definitions.

Definition 2.1 [2, 8] Suppose that a[ 0 and t[ a. Then

the fractional Riemann–Liouville integral of f tð Þ is defined

to be

Jaa f tð Þ ¼ 1

C að Þ

Z t

a

t � sð Þa�1
f sð Þds;

where a; t 2 R and Jaa is a fractional integral operator.

Definition 2.2 [2, 8] Suppose that t[ a and a; t 2 R.

Then the fractional Riemann–Liouville derivative of order

a is defined to be

RL
t Da

af tð Þ ¼ 1

C ad e � að ÞD
ad e
Z t

a

t � sð Þ ad e�a�1
f sð Þds;

ad e � 1\a\ ad e;

and f að Þ tð Þ stands for a 2 N.

Definition 2.3 [1, 2, 8] Suppose that t[ a and a; t 2 R.

Then the fractional Caputo derivative of ordera is defined to be

C
t D

a
af tð Þ ¼ 1

C ad e � að Þ

Z t

a

t � sð Þ ad e�a�1
f ad eð Þ sð Þds;

ad e � 1\a\ ad e;

and f að Þ tð Þ stands for a 2 N. Here, C
t D

a
a is the fractional

Caputo derivative operator.

In addition to these definitions, new formulations of

the fractional derivative types have recently been intro-

duced in terms of their kernel properties. For example,

fractional Caputo–Fabrizio derivative [21–23] and Atan-

gana–Baleanu derivative [24] formulations contain non-

local and non-singular kernels. Both are described as

follows:

Definition 2.4 [21–23] Suppose that t� 0. Then the

fractional Caputo–Fabrizio derivative of order a is defined

to be

CF
t Da

0f tð Þ ¼ 1

1� a

Z t

0

exp � a t � sð Þ
1� a

� �
f 0 sð Þds; 0\a\1:

When m� 1 and a 2 0; 1½ �, CF
t Dmþa

0 f tð Þ is of the form

[21–23]

CF
t Daþm

0 f tð Þ ¼ CF
t Da

0
C
t D

m
0 f tð Þ

� �
:

Definition 2.5 [24] Suppose that f 2 H1ða; bÞ, b[ a.

Then the fractional Atangana–Baleanu derivative of order a
is defined to be
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ABC
t Da

b f tð Þ ¼ NðaÞ
1� a

Z t

b

Ea �a
t � sð Þa

1� a

� �
f 0 sð Þds; 0� a� 1;

where NðaÞ is a normalization function with Nð0Þ ¼
Nð1Þ ¼ 1 and Ea �½ � is the Mittag–Leffler function.

More recently, Doungmo Goufo [25] used the fractional

Caputo–Fabrizio derivative for treating the Korteweg-de

Vries–Bergers equation and also Doungmo Goufo [26]

investigated the chaotic processes according to a two-pa-

rameter derivative having non-local and non-singular ker-

nel. For specific properties and applications of fractional

derivative formulations with non-singular and non-local

kernels, the reader can refer to [21–26]. It can also be easily

concluded from these formulations that the fractional

derivative operator provides both integer- and fractional-

order derivatives. In this study, we use C
t D

a
ayðtÞ as

yðaÞðtÞ ða ¼ 0Þ in the definition of the fractional Caputo

derivative.

2.2 Matching polynomial

In 1972, Heilman and Lieb [27] first used a polynomial for

the theory of monomer–dimer systems without determining

its specific name. In 1979, Farrell [28] denominated it as

the matching polynomial, which is made up of collecting k-

matching numbers of independent edges in a graph. So far,

some authors have used it in different names, such as

acyclic [29] and reference [30]. Let Gn be a simple graph

with n vertices and m edges [31]; then the matching poly-

nomial of Gn is generally defined to be (see

[28–30, 32, 33])

Mn Gn; tð Þ ¼
Xm

k¼0

�1ð Þkp Gn; kð Þtn�2k;

where p Gn; 0ð Þ ¼ 1 and p Gn; kð Þ is the matching number.

The matching polynomial of complete graph denoted by

Kn is of the explicit form (see [29, 32])

Mn Kn; tð Þ ¼
Xn=2b c

k¼0

�1ð Þk 2kð Þ!
2kk!

n

2k

� �
tn�2k;

and its recurrence relation is

Mn Kn; tð Þ ¼ tMn Kn�1; tð Þ � n� 1ð ÞMn Kn�2; tð Þ;

which are equivalent to the modified Hermite polynomials

(see [29, 32]). The readers can also see the other matching

polynomials emerging from path, wheel, cycle and star

graphs [29, 32, 34].

On the other hand, up to now, Aihara [30] has used the

reference (matching) polynomial for monocyclic conju-

gated system. Godsil and Gutman [33] have presented the

properties of the matching polynomial. Hosoya [35] has

proposed the mathematical properties of the matching and

some other polynomials in chemistry. Ghosh et al [36] have

studied the matching polynomial coefficients and Hosoya

indices for the linear and cylindrical polygraphs. Araujo

et al [37] have investigated the correlation of the matching

polynomial and the hypergeometric functions by estab-

lishing the general form of the matching polynomial.

Here, the reason why we take the matching polynomial

of Kn is that Kn is a strong-structured graph, which cannot

be easily scattered as defined in the vulnerability theory

[31, 38, 39] because all its vertices are connected to each

other via edges. Figure 1 shows this durability for K10. It is

thus important to state that the matching polynomial of Kn

has a stable structure. However, this situation can be varied

according to the afore-mentioned graph classes.

3. Procedure of method

In this section, the matrix relations of the matching poly-

nomial, the fractional-order derivatives in Caputo sense and

nonlinear terms are constructed. They form a basis of the

method. At first, the matrix relation of Eq. (3) is given as

(see [11, 12])

y tð Þ ¼ M Kn; tð ÞY ¼ XðtÞKY; ð4Þ

where

M Kn; tð Þ ¼ M0 K0; tð Þ M1 K1; tð Þ � � � MN KN ; tð Þ½ �;
XðtÞ ¼ 1 t t2 � � � tN

� 	
;

Y ¼ y0 y1 � � � yN½ �T ;

and KT is a lower triangular matrix, which can be easily

obtained by taking the coefficients of the matching poly-

nomial of complete graph Kn [11, 12].

Figure 1. A complete graph K10 with 10 vertices.
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Let us now state the fractional derivative of the matrix

relation (4) by supposing that a� 0 as (see [11, 12])

y að Þ tð Þ ¼ M að Þ Kn; tð ÞY ¼ XðaÞðtÞKY; ð5Þ

where

M að Þ Kn; tð Þ
¼ C

t D
a
0 M0 K0; tð Þð Þ � � � C

t D
a
0 MN KN ; tð Þð Þ

� 	
;

and

XðaÞðtÞ ¼ C
t D

a
0ð1Þ CDa

0ðtÞ C
t D

a
0ðt2Þ � � � C

t D
a
0ðtNÞ

� 	
:

By Eq. (5) and using the collocation points

ti ¼ aþ iðb� aÞ=N, the matrix relation of linear part

L[y(t)] of Eq. (1) turns out to be

L½yðtiÞ�½ � ¼ PaX
ðaÞðtiÞKY; ð6Þ

where 0� a�m1.

Let us now construct the matrix relation of nonlinear part

N[y(t)] of Eq. (1). For cubic nonlinearity, using again the

collocation points, we can state

N½yðtiÞ½ � ¼ Qr1;r2;r3
Xðr1ÞðtiÞK Xðr2ÞðtiÞ K Xðr3ÞðtiÞ K Y;

ð7Þ

where 0� r1�m2, 0� r2� r1 and 0� r3� r2.

Especially for m2 ¼ 0 (hence r1 ¼ 0),

Q0;0;0 y
3ðtiÞ

� 	
¼ Q0;0;0 XðtiÞK XðtiÞ K XðtiÞ K Y:

Notice that the matrix relation (7) can be easily reduced to

the quadratic nonlinearity:

Qr1;r2
yðr1ÞðtiÞ yðr2ÞðtiÞ

h i
¼ Qr1;r2

Xðr1ÞðtiÞK Xðr2ÞðtiÞ K Y;

ð8Þ

where 0� r1�m2 and 0� r2� r1.

Gathering and simplifying the matrix relations (6) and

(7) (or (8)), we get

PaX
ðaÞKY þ Qr1;r2;r3

Xðr1Þ K Xðr2Þ K Xðr3Þ K Y

¼ G;
ð9Þ

where 0� a�m1, 0� r1�m2, 0� r2� r1 and 0� r3� r2.

It follows from the matrix relation (9) that

PaX
ðaÞK|fflfflfflffl{zfflfflfflffl}

W

Y þ Qr1;r2;r3
Xðr1Þ K Xðr2Þ K Xðr3Þ K

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Z

Y ¼ G; ð10Þ

where

Pa ¼ diag Pa½ �ðNþ1Þ�ðNþ1Þ;

Qr1;r2;r3
¼ diag Qr1;r2;r3

� 	
ðNþ1Þ�ðNþ1Þ;

XðaÞ ¼

XðaÞ t0ð Þ

XðaÞ t1ð Þ

..

.

XðaÞ tNð Þ

2
6666664

3
7777775

¼

C
t D

a
0 1ð Þ C

t D
a
0 t0ð Þ � � � C

t D
a
0 tN0
� �

C
t D

a
0 1ð Þ C

t D
a
0 t1ð Þ � � � C

t D
a
0 tN1
� �

..

. ..
. . .

. ..
.

C
t D

a
0 1ð Þ C

t D
a
0 tNð Þ � � � C

t D
a
0 tNN
� �

2

6666664

3

7777775
;

Xðr2Þ ¼

Xðr2Þ t0ð Þ 0 � � � 0

0 Xðr2Þ t1ð Þ � � � 0

..

. ..
. . .

. ..
.

0 0 0 Xðr2Þ tNð Þ

2

666664

3

777775

Nþ1ð Þ� Nþ1ð Þ2

;

Xðr3Þ ¼ diag Xðr3Þ
h i

ðNþ1Þ2�ðNþ1Þ3
;

K ¼ diag K
� 	

ðNþ1Þ2�ðNþ1Þ2 ; K ¼ diag K
� 	

ðNþ1Þ3�ðNþ1Þ3 ;

Y ¼ y0Y y1Y � � � yNY½ �T ;

Y ¼ y0Y y1Y � � � yNY
� 	T

and

G ¼ g t0ð Þ g t1ð Þ � � � g tNð Þ½ �T :

On the other hand, using Eq. (5), we present the matrix

relation of the mixed conditions (2) as the following:

Xm�1

k¼0

aikM
ðkÞ Kn; að Þ þ bikM

ðkÞ Kn; bð Þ
h i

Y ¼ wi; ð11Þ

where i ¼ 0; 1; . . .;m� 1.

By the matrix equation (10), we can construct the method

of solution as

WY þ ZY ¼ G or W ; Z : G½ �: ð12Þ

In view of the matrix relation (11), we can get

UiY ¼ wi ) Ui : wi½ �; i ¼ 0; 1; . . .m� 1; ð13Þ

where

Ui 	 ui0 ui1 � � � uiN½ �:

Replacing the conditional matrix (13) by any m-th row(s) of

the matrix equation (12), we then obtain the augmented

matrix fW ; eZ : eG
h i

. Then, the augmented matrix can be

solved only if its rank yields N þ 1. Therefore, by substi-

tuting the resulting matrix Y into the solution form (3), the

matching polynomial solution is thereby found.
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4. Estimation of oscillatory behaviour via matrix-
collocation and Laplace–Padé methodology

Since it is often hard to numerically determine the oscil-

latory behaviour of nonlinear phenomena on long time

interval, the authors in [40, 41] merged their methods with

Laplace–Padé method. Thereby, they reached the oscilla-

tory behaviour of the solutions of the coupled nonlinear

partial differential equations and the non-linear oscillators.

For this motivation, we combine the present method with

Laplace–Padé method described in [40, 41]. The algorith-

mic procedure of matrix-collocation and Laplace–Padé

methodology can be described as follows.

Step 1:
G sð Þ  L yN tð Þf g ¼

R1

0

yN tð Þe�stdt, where L �f g is

Laplace transform and yNðtÞ is the matching

polynomial solution,

Step 2: G 1
t

� �
 

s!1=t
G sð Þ,

Step 3: H sð Þ  
t!1=s

H 1
t

� �
 P G 1

t

� �� 	
, (K, L: numerator and

denominator degree, respectively ðK; L\MÞ),
ðP �½ � is the well-known Padé approximant),

Step 4: yP;N tð Þ  L�1 H sð Þf g;

where yP;N tð Þ is the Padé-matching polynomial solution and

L�1
�f g is inverse Laplace transform. Thus, we can estimate

the oscillatory behaviour of the solutions on long time

interval.

5. Convergence analysis and error estimation
based on the second mean value theorem

In this section, we deal with the second mean value theorem

for integrals, which dates back to some calculus studies by

Hobson [42] and Dixon [43] in 20th century, to construct

the convergence analysis and error estimation of the

proposed method. First, let us now state the second mean

value theorem as a lemma.

Lemma 5.1 [42, 43] Let f ðtÞ : ½a; b�7!Rþ be an inte-

grable function and xðtÞ : ½a; b�7!Rþ be an integrable

positive function; then

Z b

a

f ðtÞxðtÞdt ¼ f ðcÞ
Z b

a

xðtÞdt;

such that c 2 ½a; b� and f(c) is called an average value of

f(t) with respect to the weight function xðtÞ on [a, b]. For

xðtÞ ¼ 1

Z b

a

f ðtÞxðtÞdt ¼ f ðcÞðb� aÞ;

which is called the first mean value theorem for integrals.

Before constructing the convergence analysis and error

estimation of the method, let us state the residual function,

which is required for our analysis. After inserting the

approximate solution yNðtÞ into Eq. (1), the residual func-

tion RNðtÞ is obtained as

Figure 2. Comparison of the solutions for Problem 6.1 with high

damping effect l ¼ 0:5 and T ¼ 1.

Figure 4. Oscillatory behaviour of the solutions for Problem 6.1

with low damping effect l ¼ 0:1 and T ¼ 50.

Figure 3. Oscillatory behaviour of the solutions for Problem 6.1

with high damping effect l ¼ 0:5 and T ¼ 50.
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RNðtÞ ¼
X

0� a�m1

Pay
ðaÞ
N ðtÞ

þ
X

0� r1 �m2

X

0� r2 � r1

X

0� r3 � r2

Qr1;r2;r3

y
ðr1Þ
N y

ðr2Þ
N y

ðr3Þ
N

h i
ðtÞ � g tð Þ:

ð14Þ

By Lemma 5.1 and Eq. (14), we can now construct the

convergence analysis, which investigates the precision of

the method with respect to N.

Theorem 5.1 Let RNðtÞ be an integrable function on

[a, b] and xðktÞ ðk 2 RÞ be a parameterized positive

weight function of RNðtÞ; then

R̂N ¼

R b

a
RNðtÞxðktÞdt

���
���

R b

a
xðktÞdt

determines the precision of the method as the upper bound

error with respect to the computation limit N and xðktÞ.

Proof We know the property of inequality for integrals,

so we can write

Z b

a

RNðtÞxðktÞdt
����

�����
Z b

a

RNðtÞxðktÞj jdt:

Since the weight function xðktÞ is a positive function, it

yields

Z b

a

RNðtÞxðktÞdt
����

�����
Z b

a

RNðtÞj jxðktÞdt;

and by Lemma 5.1, we get

Z b

a

RNðtÞxðktÞdt
����

����� RNðcÞj j
Z b

a

xðktÞdt:

Thus

RNðcÞj j �
R b

a
RNðtÞj jxðktÞdt
R b

a
xðktÞdt

¼ R̂N ;

where R̂N prescribes the upper bound error based on

residual function with respect to the computation limit

N and xðktÞ. Thus, this completes the proof.

6. Numerical problems

In this section, we apply our method to solve stiff nonlinear

problems, some of which are model problems in several

applied sciences. To do this, we devise an efficient

bFigure 5. Phase plane behaviour of the solutions for Problem 6.1

with high damping effect l ¼ 0:5 and T ¼ 50.

(a)

(b)

(c)

246 Page 6 of 11 Sådhanå (2019) 44:246



computer program on PC equipped with 8 GB RAM, 3.30

GHz CPU and Mathematica 11. Hence, graphical and

numerical results of high accuracy are obtained and

demonstrated in figures and tables, respectively.

Problem 6.1 [44] Consider the fractional-order damped

and unforced Duffing equation used in mechanical systems,

chaos and theory of vibration:

bFigure 6. Phase plane behaviour of the solutions for Problem 6.1

with low damping effect l ¼ 0:1 and T ¼ 50.

Table 1. Comparison of the upper bound error R̂N with respect to

xðktÞ, N and a ¼ 2 for Problem 6.1.

# xðktÞ=N ! 4 5 6 7 8

Cðt þ kÞ
k ¼ 10�3 2.53e–02 7.58e–02 1.24e–02 8.27e–03 3.47e–03

k ¼ 10�7 3.04e–02 6.54e–02 1.41e–02 9.57e–03 2.92e–03

expðktÞ
k ¼ 1 2.89e–02 1.76e–01 1.57e–02 1.20e–02 7.49e–03

k ¼ �1 2.69e–02 1.25e–01 1.40e–02 9.73e–03 6.41e–03

k ¼ �102 2.78e–02 5.75e–02 1.31e–02 9.35e–03 1.83e–03

Table 2. Comparison of the upper bound error R̂N with respect to

xðktÞ, N and a ¼ 1:99 for Problem 6.1.

# xðktÞ=N ! 5 6 7 8

Cðt þ kÞ
k ¼ 10�3 3.72e–01 4.07e–02 5.54e–02 1.62e–02

k ¼ 10�1 2.55e–01 1.94e–02 4.28e–02 1.08e–02

expðktÞ
k ¼ �1 2.07e–01 1.31e–02 3.88e–02 1.08e–02

Figure 7. The effect of fractional derivative on the matching

polynomial solution for Problem 6.2.

(a)

(b)

(c)
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yðaÞ tð Þ þ ly0 tð Þ þ 5y tð Þ þ y3ðtÞ ¼ 0; t 2 ½0; T�; 1\a� 2;

subject to the initial conditions y 0ð Þ ¼ 0 and y0 0ð Þ ¼ 1.

Here, the exact solution of the problem is unknown and

l is a damping effect. By the matrix equation (10), we

can form the fundamental matrix equation of this prob-

lem as

P0X þ P1X
ð1Þ

�

þPaX
ðaÞ

KY þ Q0;0;0XK X K X K Y ¼ G:

Following the procedure described in section 3 and apply-

ing the Laplace–Padé method in section 4 we get the

matching polynomial solutions in terms of l, T and a.

Figure 2 clearly elucidates the behaviour of the matching

polynomial solution along with the solution approached by

Mathematica as ða ¼ 1Þ

NDSolve½fy00½t� þ ly0½t� þ 5y½t� þ ðy½t�Þ^3 ¼¼ 0; y½0� ¼¼ 0;

y0½0� ¼¼ 1g; y½t�; ft; 0; Tg�½½1; 1; 2��:

Figures 3 and 4 illustrate the oscillatory behaviour of

the solutions on the time interval [0, 50] and the effects

of the fractional derivative and damping parameter on

the matching polynomial solutions are clearly observed

there. Figures 5 and 6 are also illustrate the phase plane

consistency between the matching polynomial solution

and the solution by Mathematica. The upper bound

errors of the method with respect to the parameterized

weight function xðktÞ, N and a are tabulated in tables 1

and 2.

Table 3. Comparison of the numerical results with respect to

different methods for Problem 6.2 with a ¼ 1.

ti y5ðtiÞ
Runge–Kutta

[45]

Chebyshev

[45]

Haar wavelet

[46]

0.1 0.05004 0.05004 0.05004 0.05004

0.2 0.09983 0.09983 0.09982 0.09983

0.3 0.14887 0.14886 0.14885 0.14886

0.4 0.19666 0.19965 0.19664 0.19665

0.5 0.24270 0.24270 0.24275 0.24270

0.6 0.28653 0.28653 0.28653 0.28653

0.7 0.32771 0.32770 0.32771 0.32770

0.8 0.36579 0.36577 0.36576 0.36577

0.9 0.40039 0.40034 0.40040 0.40034

1.0 0.43115 0.43105 0.43104 0.43105

Figure 8. Oscillatory behaviour of the solutions for Problem 6.2

with a ¼ 1 and T ¼ 30.

(a)

(b)

Figure 9. Phase plane consistency of the solutions for Prob-

lem 6.2 with a ¼ 1 and T ¼ 30.
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Problem 6.2 Consider the fractional-order unforced Van

der Pol equation governing electrical circuits and chaotic

systems:

yð2aÞ tð Þ � 0:05ð1� y2 tð ÞÞyðaÞðtÞ þ y tð Þ ¼ 0;

subject to the initial conditions y 0ð Þ ¼ 0 and y0 0ð Þ ¼ 0:5.

Here, t 2 ½0; T �, 0\a� 1 and the exact solution of the

problem is unknown. Similarly, we solve the problem by

employing N ¼ 5 and the Laplace–Padé method. In addi-

tion, Mathematica approaches this equation ða ¼ 1Þ in the

following module:

NDSolve½fy00½t� � 0:05y0½t� þ 0:05y0½t�ðy½t�Þ^3þ y½t�
¼¼ 0; y½0� ¼¼ 0;

y0½0� ¼¼ 0:5g; y½t�; ft; 0; Tg�½½1; 1; 2��:

We demonstrate the matching polynomial solution with

respect to a in figure 7. The authors in [45, 46] have

obtained numerical solutions of this problem of integer-

order type by employing Runge–Kutta [45], Chebyshev

[45] and Haar wavelet methods [46]. In table 3, we

make comparison between the present results and those

by the mentioned methods. We observe that the present

results coincide well with those of the mentioned

methods. The matching polynomial solution and

the solution by Mathematica are plotted in figure 8,

and their phase plane behaviours are simulated in

figure 9.

Problem 6.3 Consider the fractional-order nonlinear dif-

ferential equation proposed for a mechanical problem

yð2aÞ tð Þ � yðtÞ þ ly2ðtÞyð2aÞðtÞ þ ly tð ÞðyðaÞ tð ÞÞ2 þ y3ðtÞ ¼ 0;

subject to the initial conditions y 0ð Þ ¼ A and y0 0ð Þ ¼ 0.

Here, t 2 ½0; 0:5�, 0\a� 1. Lev et al [47] have recently

established this mechanical problem modelling the veloc-

ity-dependent elastic module for a ¼ 1. Wu and He [48]

have employed the homotopy perturbation method to solve

this problem with a ¼ 1 and they have determined

A[ 2=
ffiffiffi
3
p
ffi 1:1547 for its periodic solution. We here

construct and solve a fractional-order form of this equation.

For N ¼ 7, we obtain the solutions for A ¼ 1:5 and dif-

ferent a. These are of the consistent form as seen in

figure 10.

Problem 6.4 [16] Consider the fractional-order nonlinear

boundary value problem

yðaÞ tð Þ þ e�2py2ðtÞ ¼ gðtÞ; t 2 ½0; 1�; 1\a� 2;

subject to the boundary conditions y 0ð Þ ¼ 0 and

y 1ð Þ ¼ 1. Here, the exact solution is yðtÞ ¼ t7=2 and

gðtÞ ¼ 105=32t2 þ e2pt7 for a ¼ 1:5. Employing the

present method for different N and a, we easily get the

solutions. Considering a, table 4 compares the absolute

errors that are obtained by the present method ðN ¼ 10Þ
and LWM (m̂ ¼ 12) [16], where the computation limit

N of the present method corresponds to N ¼ m̂� 1. It

is easily observed that our results are far better than

those of LWM [16]. In addition, the upper bound errors

of the method with respect to the parameterized weight

function xðktÞ, N and a are given in table 5.

Figure 10. The effect of fractional derivative on the matching

polynomial solution for Problem 6.3.

Table 4. Comparison of the present absolute errors with those by LWM [16] for Problem 6.4 with different a.

ti Ours a ¼ 1:1 a ¼ 1:1 [16] Ours a ¼ 1:3 a ¼ 1:3 [16] Ours a ¼ 1:5 a ¼ 1:5 [16]

0.1 1.76e–05 2.91e–04 2.86e–05 1.98e–04 2.67e–05 9.70e–05

0.2 3.49e–05 5.42e–03 1.68e–05 2.22e–03 3.35e–05 9.39e–04

0.3 1.09e–04 6.02e–03 2.09e–05 3.02e–03 2.07e–05 1.51e–03

0.4 1.57e–04 1.39e–03 5.83e–05 6.88e–04 3.96e–07 3.40e–04

0.5 1.50e–04 8.41e–03 7.42e–05 4.51e–03 1.71e–05 2.42e–03

0.6 8.19e–05 1.27e–03 5.77e–05 6.54e–04 2.03e–05 3.10e–04

0.7 2.97e–05 5.77e–03 1.01e–05 3.03e–03 6.12e–06 1.48e–03

0.8 1.54e–04 5.11e–03 5.79e–05 2.34e–03 2.41e–05 6.34e–04

0.9 2.33e–04 3.43e–03 1.18e–04 4.02e–03 5.90e–05 4.67e–03
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Problem 6.5 [10] Consider the fractional-order nonlinear

logistic differential equation employed in social and bio-

logical sciences

yðaÞ tð Þ � ð0:01ÞayðtÞð1� yðtÞÞ ¼ 0; t 2 ½0; 1�; 0\a� 1;

subject to the initial condition y 0ð Þ ¼ 0:75. Here, the exact

solution is yðtÞ ¼ 0:75=ð0:75þ ð1� 0:75Þe�0:01tÞ for

a ¼ 1. We solve the problem by determining a low com-

putation limit N ¼ 8. It is worth mentioning from figure 11

that the matching polynomial solution with respect to a is in

a good agreement with the exact solution.

7. Conclusions

A matrix-collocation method based on the matching poly-

nomial, a unified matrix expansion of fractional-order

derivatives and a general matrix relation with cubic non-

linearity have been developed to solve stiff FDEs having

cubic nonlinearity. Convergence analysis and error esti-

mation have been established according to the second mean

value theorem for integrals. Thus, we have clearly scruti-

nized the convergence of the method with respect to N,

though the exact solutions of the problems are unknown. In

addition, the prominence of the parameterized weight

function xðtÞ in our analysis has been observed in

tables 1, 2 and 5 . Actually, this weight function has been

used as the correction factor there. We want to point out

from the figures that the present method completely

describes the physical behaviour of the problems defined on

the time intervals. Thereby, it can be easily expressed that

the present method is reliable, coherent and accurate.
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[18] Baykuş Savaşaneril N and Sezer M 2011 Solution of high-order

linear Fredholm integro-differential equations with piecewise

intervals. Numer. Methods Partial Differ. Equ. 27: 1327–1339

[19] Kurt N and Sezer M 2008 Polynomial solution of high-order

linear Fredholm integro differential equations with constant

coefficients. J. Franklin Inst. 345: 839–850
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degree and the relations between other parameters. Ars

Comb. 102: 333–352

[40] Momani S and Ertürk V S 2008 Solutions of non-linear

oscillators by the modified differential transform method.

Comput. Math. Appl. 55: 833–842

[41] Sweilam N H and Khader M M 2009 Exact solutions of some

coupled nonlinear partial differential equations using the

homotopy perturbation method. Comput. Math. Appl. 58:

2134–2141

[42] Hobson E W 1909 On the second mean value theorem of the

integral calculus. Proc. London Math. Soc. 2–7: 14–23 doi:

https://doi.org/10.1112/plms/s2-7.1.14

[43] Dixon A 1929 The second mean value theorem in the

integral calculus. Math. Proc. Cambridge 25: 282–284

[44] Nourazar S and Mirzabeigy A 2013 Approximate solution for

nonlinear Duffing oscillator with damping effect using the

modified differential transform method. Sci. Iran. B 20: 364–368
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