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1 INTRODUCTION
A proper appreciation of potential technological applications of intermolecular forces demands aware-

ness that the mutual attraction of smooth marble surfaces had been firmly established experimental

knowledge for centuries before the fascinating discoveries of the past few decades. “The fact that such

surfaces displayed spontaneous cohesion was not in doubt; the proper explanation of that cohesion…

was, however, intensely debated” [1]. Furthermore, electrically neutral conductors representing a good

approximation to perfectly conducting plates were already well known in the early 19th century to dis-

play a strong attractive force [2, 3]. Although this may not have been—nor is even today—common

knowledge in the rarefied atmosphere of some theoretical physicists’ circles, Johansson steel gauge

blocks commonly employed for length measurements in precision mechanical workshops can be

“wrung” so as to adhere to one another so strongly that they may require hundreds of pounds of force

to later be pulled apart. In some cases, they may just become inseparable [4–7]. Physics Nobelist Rich-
ard Feynman, renowned for his unmatched ability to connect abstract theories to common experience,

mentions the use of “Johansen [sic] blocks… which we use in accurate machine work” in his founda-

tional talk “There’s plenty of room at the bottom,” given at Caltech in 1959 [8]. Just a few years later,

we again read about “Johansson blocks… providing a stunning demonstration of the direct attraction

between the atoms on one block for the atoms on the other block” in the section on molecular forces of

Feynman’s Lectures on Physics [9].
Interatomic forces, explored by van der Waals on thermodynamical grounds [10–12], were later

correctly described by London within the framework of nonrelativistic quantum mechanics. London

stated: “Though it is of course not possible to describe this interaction mechanism in terms of our cus-

tomary classical mechanics, we may still illustrate it in a kind of semi-classical language. If one were to

take an instantaneous photograph of a molecule at any time, one would find various configurations of

nuclei and electrons, showing in general dipole moments. In a spherically symmetrical rare gas mol-

ecule, as well as in our isotropic oscillators, the average over very many of such snapshots would of

course give no preference for any direction. These very quickly varying dipoles, represented by the

zero-point motion of a molecule, produce an electric field and act upon the polarisability of the other

molecule and produce there induced dipoles, which are in phase and in interaction with the instanta-

neous dipoles producing them. The zero-point motion is, so to speak, accompanied by a synchronised

electric alternating field, but not by a radiation field: The energy of the zero-point motion cannot be

dissipated by radiation” [13]. Therefore, “although the atoms or molecules under consideration are

electrically neutral and symmetrical on the whole over a given period of time, the continually changing

dipoles induce dipoles in other neighboring atoms and vice versa, in such a way that at each moment an

attractive force results from the reciprocal action between the induced and the inducing dipoles” [14].

Working within the framework of London’s theory, detailed predictions of the stability of lyopho-

bic colloids were formulated at the Philips Natuurkundig Laboratorium in Eindhoven by Verwey and

Overbeek [15] employing computations of adhesive forces between particles by Hamaker [16] and de

Boer [14]. However, “Overbeek… found that a suspension of quartz particles was more stable than was

to be expected from his formulæ” [17]. In 1948, Hendrik Brugt Gerhard Casimir, also at Philips,

approached the problem by pursuing what he would much later describe as a “stroke of genius”

[18]. Overbeek had suggested that “at large distances… the interaction must decrease more rapidly…

and he suggested that this might be due to retardation effects” [17]. According to this qualitative, semi-

classical argument couched in the same language as that of London and de Boer as previously stated,
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the fact that the speed of light is finite should be expected to cause “a phase lag between the circulating

electron in the first atom and the dipole induced in the second atom. There will also be double that phase

lag between the circulating electron and the field of the induced dipole that acts on this electron. This

reduces the interaction energy” [18]. In his own characteristically modest words, Casimir followed this

argument and carried out “rather clumsy” [18] calculations, in collaboration with Dirk Polder, “by tak-

ing the usual van der Waals-London forces as a starting point and correcting for retardation effects”

[19]. From this earlier effort there emerged the result for the fully retarded force between two polar-

izable atoms, now referred to as the Casimir-Polder force, which led to a theory fully confirmed by

experiments along the lines first suggested by Overbeek’s intuition.

Although “Casimir’s papers on vacuum forces and the van der Waals interaction are not easy

reading” [20], the result obtained by Casimir and Polder was, mathematically speaking, “very simple”

[19]. This intriguing feature led Casimir to a famous conversation with Niels Bohr: “In retrospect,

I think it was a remark by Bohr that put me on a new track. During a visit to Copenhagen—I do

not remember exactly when—I explained to Bohr what I had been doing about Van der Waals forces.

“That is nice,” said Bohr. “That is something new.” I then told him I was still looking for a simple

explanation of the simple formulæ. “Must have something to do with the zero-point energy of the

vacuum,” he muttered. As far as I remember, that was the extent of our conversation on this subject.

Just a few words, but they were enough”1 [18].

In short order, Casimir recovered the expression of the Casimir-Polder force between two atoms by

means of the new zero-point-energy arguments [21, 27]. He then proceeded to apply that same ap-

proach to the problem of the force between two macroscopic perfectly conducting plates presenting

his results in a two-and-a-half page paper published in the Proceedings of the Royal Netherlands Acad-
emy of Arts and Sciences [19]. In that seminal communication, contradicting expectations from basic

electrostatics usually deemed to be “intuitive,” Casimir proved that two perfectly smooth, flat, elec-

trically neutral, ideally conducting plates, facing parallel to each other across an empty gap of width

much smaller than their lateral dimensions, experience a mutually attractive force. This phenomenon—

the Casimir effect—was, several years later, considered surprising enough to be described by physics

Nobel prize winners and other world-class experts as “one of the least intuitive consequences of quan-

tum electrodynamics” [28] (QED) and a “crazy idea” [29].
1The quote is from Casimir’s own recollection, in 1998, published in the Essays in Honour of Victor Frederick Weisskopf.
A slightly different version is given byMilonni (later cited as a preprint in Casimir’s own essay [18]), who quotes from a letter

to him datedMarch 12, 1992. In that account, Casimir states: “Summer or autumn 1947 (but I am not absolutely certain that it

[was] not somewhat earlier or later), I mentioned my results to Niels Bohr, during a walk. ‘That is nice,’ he said, ‘That is

something new.’ I told him that I was puzzled by the extremely simple form of the expressions for the interaction at very large

distance and he mumbled something about zero-point energy. That was all, but it put me on a new track.” (matter in square

brackets in the original) [21] Although the two narratives historically complement each other without mutual contradictions,

the later one explicitly has zero-point energy of the vacuum (my italics) This is critical to the retarded formulation as the zero-

point energy of the atoms is discussed by London as already playing a role in the earlier nonrelativistic theory of van der

Waals forces (see Ref. [13], §4). For completeness, we mention that these events were narrated by Casimir on three other

occasions known to this author. In the first, “he muttered ‘it must be a manifestation of zero-point energy.’ As far as

I remember that was the whole of our conservation [sic] on this problem, but it led into a new direction” [22]; in the second,

“Bohr thought this over, then mumbled something like ‘must have something to do with zero-point energy.’ That was all but

in retrospect I have to admit that I owemuch to this remark” [23]. Milton references this latest citation but introduces a subject

absent in the original: [“…the van derWaals force] must have something to do with zero-point energy” [24], whereas context

indicates “a simple and elegant derivation of my results” was meant by Casimir (see also [25]); in the third, reported by

Lamoreaux, “Bohr mumbled something about zero-point energy” [26].
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Throughout his few personal accounts, Casimir consistently stressed the connection between his

discovery and the “zero-point-energy of the vacuum” interpretation, even jokingly referring to this con-

cept as “poor man’s QED” in his essay written in honor of Victor Weisskopf [18]. The unparalleled

insight of that contribution—and the accompanying controversy that endures to this day [30]—were,

therefore, connected to having explained by means of new techniques the existence of known forces

between neutral bodies and not due to any announcement of their existence. Indeed, we read in his work

of reminiscences that, in 1951, a heated conversation with Wolfgang Pauli during a boat excursion on

the Neckar River at Heidelberg focused on Casimir’s “results on the Van der Waals forces and their

relation to field fluctuations in empty space.” Pauli bluntly defined that approach as “all nonsense”

before being amused and finally won over by Casimir’s unrelenting arguments [31]. As noted by

Milonni (see Ref. [32], p. 240, footnote 20) and as documented in a letter by Otto Stern to C. P.

Enz, this account is consistent with Pauli’s very early opinion about the “zero-point energy against

which he had the gravest hesitations” [33]. An additional intriguing finding, also noted by Casimir,

was proof of the existence of a “universal force—that is, independent of the properties of the metals

as long as they are good conductors” [31]. In other words, this force between two parallel surfaces in the

ideal limit of perfect conductivity—the Casimir force—remarkably only depends on the interboundary

distance and two natural constants, the speed of light in vacuo and Planck’s constant.

In the seven decades since Casimir’s quantum field theoretic description of the electrodynamical

pressure between two electrically neutral boundaries, our understanding of the technological potential

of dispersion forces has undergone a radical and fascinating transformation. On the one hand, partly

influenced by Casimir’s own initial assessment, the Casimir force was for a long time variously

regarded by some as a “tiny,” “barely detectable” and “weak” interaction. On the other hand, already

in Feynman’s memorable talk—“There’s Plenty of Room at the Bottom”—van der Waals forces were

identified as a fundamentally detrimental roadblock and caricatured as molecular scale “molasses”—a

forewarning of the failure mechanism we now refer to as “stiction” (sticking friction) [34], “a term

borrowed from the magnetic recording media industry” [35]. Commencing in the 1980s, new ideas

emerged explicitly challenging both conflicting views that dispersion forces are either technologically

irrelevant and even difficult to detect or that they are an obstacle to be carefully avoided in microelec-

tromechanical system fabrication and operation.

Suggestions that Casimir forces represent a remarkable—specifically, disruptive—technological

opportunity either to enhance the performance of existing devices or even to introduce capabilities en-

tirely inaccessible to traditional approaches were initially received with caution and even skepticism,

particularly by some within the theoretical physics community. In historical perspective, however, the

concept that van der Waals forces may enable breakthrough applications should have been far from

controversial. Indeed, it had been a primarily industrial problem—the stability of colloids used in

manufacturing—to lead Casimir and Polder to their groundbreaking analyses. For a variety of reasons,

including a predictable but somewhat indiscriminate and overreaching reaction against research direc-

tions deemed by some to be excessively speculative, such a vision was not immediately embraced.

Therefore, widespread recognition of the enabling role of dispersion forces in nanotechnology had

to wait till the turn of the present century. Even through uncertainty and confusion regarding the po-

tential for technological applications, however, the subject of Casimir force research in all of its mul-

tifaceted ramifications has been growing explosively in the last few decades. The anticipated future of a

subset of such activities holding great promise for space technology applications is the subject of this

chapter.
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Due to our specific focus, here we shall neither comprehensively review theoretical, computational,

and experimental Casimir force physics nor analyze the historical circumstances leading to the present

process of early dispersion force know-how deployment into the market place. Concerning the former

issues, a pedagogical overview of the fundamental scientific issues was recently presented, with ref-

erences, including also a discussion of the role of classical fields in dispersion force theory within the

context of the development ofMaxwell’s equations [63]. Furthermore, epistemological and ontological

implications of the existence of classical schemes for the description of the linearized gravitational

zero-point-field were discussed [30, 36]. An informative account of many such issues at an introductory

level aimed at a wide readership is also available [37]. As to the latter issues, an extensive analysis of

the emergence of dispersion force-enabled technologies in the last 150 years will appear [64].

In what follows, we pursue two lines of attack. On the one hand, after a short introduction to es-

tablish fundamental concepts, we illustrate the path from concept to the marketplace taken by early,

illustrative dispersion force-enabled applications. Then we define the novel field of “dispersion force

engineering” and discuss its promising trajectory with a particular focus on potential benefits to the

aerospace industry in the medium- to long-term future and including remarkable challenges in the

process of technology transfer, initial fundraising, and product entry to market. Building upon such

narratives and experience, we discuss reasonable models of the impact of advanced dispersion

force-enabled technologies particularly on spacecraft design and performance of the future. As is typ-

ical of progress achieved in aerospace technologies, it will become apparent that the applications

we shall consider have the potential to greatly improve quality of life and knowledge of our universe

on the ground [38–42].
In addition to such standard-format presentation about intrinsically exciting topics, the present

chapter also aims to outline the business opportunity presented by dispersion force engineering so

as to serve as an open “invitation to act” for both government agencies and private investors. The mes-

sage to the investment manager and research planning communities within academia, private industry,

and public administration consists of straightforwardly proposing the explosively developing field of

dispersion force engineering as an emerging enabling general-purpose technology (EEGPT), thus well

worthy of serious due diligence because of its anticipated benefits to society, its role in stimulating

future industrial growth, and its potential financial returns. In this sense, this chapter provides an

updated and much expanded view of observations on “The Economics of van der Waals Force
Engineering” first presented almost a decade ago [43], and now based on two decades of intense ex-

perience by this author in communicating this largely undetected or often misunderstood business op-

portunity. Our emphasis will be on not keeping readers from reality and the language may appear as

jarring and even petulant, but only because that is what is experienced whenever change faces incum-

bent ideas and interests. The written word is an important part of the story and we shall devote some

observations to the corruption of quotations and facts as they are related within the scientific

community.

The author recognizes that this latter perspective may be perceived as engaging in self-serving “over-

claiming” (Ref. [44], Section 4.4). It is impossible to eliminate the possibility of such an appearance

beyond disclosing it and attempting to control any potential biasing effects. A rich genre of scientific

literature developed over a period of centuries exists authored either by scientist-inventors or by investors

aggressively pursuing high-risk, high-reward technologies at the cutting edge of their times, presenting

their best case for novel, possibly controversial concepts that could, did—or failed to—benefit not only

society but, clearly, also those proposers. Whether motivated by skillful “self-promotion” [45] as in
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Galileo’s Sidereus Nuncius (traditionally rendered into English as Starry Messenger) [46] or motivated

by a possible doomsday scenario as in Elon Musk’s very recent call to “Making Humans a Multi-
Planetary Species” [47], the desire and ability to articulate a vision and to formulate a clear call-to-action

is a mandatory skill in the toolbox of anyone wishing to inspire decision makers to provide necessary

resources to translate an abstract idea or a crude proof-of-concept into a viable product to enhance

the quality of human life. We present our reflections on the future of industrial applications of dispersion

force engineering to space technology in this same unapologetic spirit.
2 ELEMENTS OF DISPERSION FORCE ENGINEERING
In this section, we introduce issues relevant to the technological application of dispersion forces by

means of qualitative, nonmathematical language. Our present goal is to provide the links of a logical

chain leading to the executive summary following (Section 2.2), aimed at informing potential entre-

preneurs and decision makers, and supported by the evidence presented in the rest of this chapter.

Readers unfamiliar with the subfield may benefit from a recent informative introduction by this author

in American Scientist [37]. Proposing a full listing of reviews, let alone of the relevant literature cited

therein, has become a daunting task. As commented by Babb [48] quoting Bonin and Kresin, even au-

thors of works highly focused either by subject or by time frame have to deal with “a mountain of avail-

able information” (Ref. [49], p. 185). Without any pretense of completeness, in addition to the several

references cited throughout this chapter, relatively recent overviews from very different standpoints are

available [50–59]. Technical reviews of van der Waals forces in the unretarded regime as applied to

spacecraft nanopropulsion [60] and to energy storage [61] bymeans of dispersion force manipulation in

nanotubes [62] were presented by this author. Additional technical introductions, enhanced by exam-

ples in the Mathematica language, are forthcoming, partly in the Proceedings of the 2017 NATO In-

ternational School of Atomic and Molecular Spectroscopy—Quantum Nano-Photonics held at Erice,

Italy [63], and partly in a historical review in Progress in Aerospace Sciences [64].
2.1 PHYSICAL CONSIDERATIONS
To provide an immediate intuition for the existence of interactions between electrically neutral sur-

faces, here we shall commence—for maximum simplicity—from the completely classical perspective

provided by the so-called acousticCasimir effect, which, in addition to its intrinsic interest, represents a

powerful analogy with the electrodynamical Casimir effect (Ref. [65, 66], Section 4.6).

Our first logical link is the observation that acoustic radiation reflected by an object exerts a force on

that object, usually “very weak in comparison to gravity,” although this is, obviously, deemed to have

potentially important applications in microgravity environments. Acoustic radiation pressure [67] “has

been studied by many researchers, with differing results…because the phenomenon is such a subtle

nonlinear effect…” [68] but we shall concentrate on the standard case of plane waves incident upon

a perfectly reflecting wall, first dealt with by John William Strutt (3rd Baron Rayleigh) [69, 70]. The

reflector can be imagined to be, for instance, a circular plate held within a much larger container and far

away from its walls whereas noise sources, such as compression drivers, generate a random acoustic

field whose spectral characteristics are arbitrarily determined by the experimenter. With this geometry,

radiation evidently strikes both sides equally and the net force acting on the plate vanishes. Let us now



7352 ELEMENTS OF DISPERSION FORCE ENGINEERING
introduce another, identical, perfectly reflecting circular plate positioned parallel to the first so that

their surfaces exactly superimpose while being separated by a gap much smaller than their radius (here

we are not considering additional structures needed to hold the plates in position). Importantly, within

the gap, not all modes of oscillation of the acoustic field are allowed, since perfect reflection requires

the amplitude of the pressure waves to vanish at the boundaries (Ref. [71], Section 7.7). Hence the

outward contribution of the radiation pressure due to modes within the gap will not, in general, equal

the inward pressure due to the modes outside the gap and the two plates will experience a net force,

referred to as the acoustic Casimir force [65, 72–74]. In practice, the resulting mutual force between the

two plates due to broadband noise can be measured by a precision scale.

It is interesting to notice that, depending on the details of the arbitrary noise spectrum, such a force

may be either repulsive or attractive or even vanish, and it may also oscillate as a function of the gap

width. However, if the intensity of acoustic noise is constant over the required spectral band, and if all

wavelengths between zero and infinity are present (obviously an idealized limit), the resulting acoustic

Casimir force is found to always be attractive and to decrease in a manner inversely proportional to the

gap width so that, for instance, if the gap width doubles, the force is reduced to one-half. Reported

experimental data have confirmed calculations based on this theoretical framework including the ap-

pearance of the repulsive Casimir force [65, 72, 73], leading to suggestions that such an interaction may

offer a strategy to remedy the problem of stiction in nanoelectromechanical systems (NEMS) [75, 76].

Of great interest is the fact that the acoustic Casimir force can be altered, shaped, or more generally

engineered not only by acting on the acoustic noise spectrum [65, 72, 73], but also on the reflectivity of

the materials and on the shape of the interacting boundaries [74]. Furthermore, the fact that the force

appears at macroscopic plate separations makes it ideally suited for demonstrations designed to make

the Casimir effect as “obvious” as possible, such as in the classroom or in a business presentation set-

ting [65]. In the acoustic Casimir effect, the driver of the plate-plate interaction process is clearly the

arbitrary random noise field. Let us now consider two ideal mirrors, that is, two perfect optical reflec-

tors, and let us investigate the possibility of introducing a classical electromagnetic field to generate an

electrodynamical Casimir effect. As we shall see in this chapter, systems of this type were studied by

Boyer in his efforts to recover results deemed inherently of a quantum nature by means of appropriate

classical stochastic fields (Sections 3.3 and 3.5). This point of view has been extremely successful and,

indeed, the starting point of the work by Larraza et al. on the acoustic Casimir effect had been the in-

terpretation of the electrodynamical Casimir effect as a “Radiation pressure from the vacuum,” in turn

inspired by an explicit suggestion by Casimir (Ref. [30], footnote 5; Ref. [63]). However, in this case,

the stochastic field cannot be not deemed to be completely arbitrary as it must satisfy some specific

requirements of Lorentz invariance first discovered by Marshall [32, 77, 78]. With this restriction,

the original result by Casimir [19] can be recovered without the need for field quantization. The dif-

ference between the classical and quantum interpretations of the Casimir effect lie with the ultimate

reason for the existence of the driving field. In QED, quantization leads to the appearance of the zero-

point-field [79], whereas in stochastic electrodynamics (SED) a Lorentz-invariant random field is in-

troduced as a nonvanishing solution of the homogeneous Maxwell equations, both leading to the same

predictions. Fascinatingly, in recent times, the manipulation of dispersion forces, demonstrated in

acoustics by imposing an arbitrary classical noise field, has been observed also in the electrodynamical

case by Brugger et al. by explicitly making use of the work by Boyer [80].

Two spherically symmetrical classical atoms cannot interact electrostatically as their dipole-dipole

forces average to zero—indeed this was the reason that a rigorous explanation for the existence of van
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der Waals forces, first by Wang [81] and then by Eisenschitz and London [82], had to wait till the in-

vention of quantum mechanics to be secured [12]. As seen in the Introduction, this was qualitatively

illustrated by London with lucidity that has stood the test of time by an appeal to the concept of zero-

point energy of the two atoms modeled as harmonic oscillators [13]. This is because, as understood

relatively early on [83], the ground energy of a harmonic oscillator can be computed from simple con-

siderations by assuming the uncertainty principle as a fundamental postulate without any need to even

solve the Schr€odinger equation. According to the uncertainty principle, in quantum mechanics there

exist pairs of quantities that cannot both be measured with infinite precision at the same time regardless
of equipment quality or cleverness of the experiment. In particular,2 “The uncertainties in the position

and momentum of a particle at any instant must have their product greater than or equal to half the

reduced Planck constant” (Ref. [9], Vol. III, Section 1.8).

Qualitatively, the energy of an atom in its lowest energy (ground) state is determined by the sum of

two terms: the former, referred to as the kinetic energy, is proportional to the speed of the oscillator

squared; the latter, referred to as the potential energy, is proportional to the displacement from the po-

sition of equilibrium squared. In classical mechanics, both the speed and the displacement can possibly

vanish at the same time if the oscillator is at rest and at its position of equilibrium, which corresponds to

a state of zero energy. However, in quantum mechanics, position and momentum are “incompatible”

variables (Ref. [84], Ch. III, Section 6)—a small average speed demands a large average displacement

from the position of equilibrium because of the uncertainty principle. This means that the total energy

can be expressed in terms of the average position alone and that there exists a position at which the total
energy has a minimum. By computing this average position and its corresponding energy, one quickly

shows that the lowest energy of a quantum harmonic oscillator has a nonzero initial value, referred to as

its zero-point energy [85]. Similar considerations can be made regarding the ground state energy and

size of atoms (Ref. [9], Section 2.4 and Ref. [84], Chapter 1, Complement C1).

As London observed, since the average displacements of the electrons from their position of equi-

librium vanish, so would also the average atomic dipole moments, and “Classically the two systems in

their positions of equilibrium would not act upon each other… However, in quantum mechanics, as is
well known, a particle cannot lie absolutely at rest on a certain point. That would contradict the un-

certainty relation. According to quantum mechanics our isotropic oscillators, even in their lowest

states, make a so-called zero-point motion which one can only describe statistically, for example,

by a probability function which defines the probability with which any configuration occurs…” (italics

in the original). In other words, the van der Waals force is “…a consequence of the uncertainty prin-

ciple for particles” [86].

This unretarded treatment is valid so long as the distance between the atoms is not so large as to

make the travel time of electromagnetic signals appreciable compared to the time scales of character-

istic atomic transitions. However, as also discussed in the Introduction, the decay of van der Waals

forces at relatively large distance range predicted from the preceding simple electrostatic consider-

ations was found to follow a different power law than that observed experimentally. This retarded re-

gime, first explored by Casimir and Polder [87, 88], has been more recently elucidated by Spruch by

introducing a stochastic electromagnetic field that causes the two atoms to become randomly polarized
2In this case, the momentum can be assumed to be the product of the mass of the oscillating particle by its velocity; the

reduced Planck constant is the Planck constant divided by 2π.
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and to interact with each other classically—“a result that Maxwell could have derived, and perhaps

did” [86]. Although the existence of a classical field driving interatomic forces was never fully ac-

cepted even just as a much-needed pedagogical device [89–91], this image provides a very powerful

visualization of interatomic forces [63]. The obvious consequence of this model is the possibility of

radically modifying such interactions by means of external fields as further explored by Milonni

and Smith [92].

In quantum field theory, however, the uncertainty principle must be applied to the electric and mag-

netic fields just as it is applied to particle position and momentum. Consequently, space devoid of mat-

ter, just as a harmonic oscillator in its ground state, is not devoid of energy due to the existence of a

zero-point field. The response of individual atoms to such an external field is described by their po-

larizability, which, in turn, is connected to the dielectric constant of a solid by the Clausius-Mossotti

equation [93]. This leads to a simple explanation of the dispersion force3 “…as having its origins in

vacuum fluctuations, that is, in the uncertainty principle for the electromagnetic fields” [86]. Finally,

since the zero-point energy is a consequence of the uncertainty principle [32], it is impossible to naively

“switch off” dispersion forces, whether retarded or unretarded—a fundamental fact with pervasive con-

sequences in applications.

A completely different point of view, as first showed by Lifshitz, is to describe the dispersion force

between two slabs macroscopically by “the introduction into the Maxwell equations of a ‘random’

field” [94] following Rytov [95]. Therefore, analogously to the acoustic case (which of course was

discovered much later), the Casimir force between two slabs in the real case of nonideal reflectors de-

pends on the reflectivity properties of the interacting boundaries, which are described in terms of di-

electric functions. The Lifshitz theory has been extraordinarily successful in unifying all existing

results in particular known cases [32]. In the appropriate limit, it recovers the unretarded London theory

of van derWaals forces and, without any ad hoc assumptions, it describes the Casimir-Polder force, that

is, the retarded regime of interatomic interactions. Also, without assuming pairwise additivity, it yields
the dispersion interaction betweenmacroscopic boundaries in the unretarded regime and in the retarded

regime of the Casimir force. In its later extension [96, 97], the theory also predicts that the force can be

made repulsive by introducing an appropriate third medium in the gap between two unequal reflectors

(Section 4.5). It is important to point out to the nonspecialized readership that usage of the preceding

terminology in the technical literature is completely inconsistent. Such a term as, for instance, the “van

der Waals force” may be used by an author to mean various possible dispersion interactions, including

in the retarded regime of the interatomic Casimir-Polder force or the interboundary force of the Lifshitz

theory, whose retarded limit is of course the Casimir force. Therefore, although, by a rigorous defini-

tion, use of the term “van derWaals force” should be restricted to the unretarded regime, it is extremely

common to find it employed also in the retarded regime.

An exploration of the dependence of dispersion forces on the dielectric function of truly historic

importance to technological applications [37] was first carried out by Arnold, Hunklinger, and Drans-

feld [98]. In that experiment, it was shown that, by irradiating a semiconducting surface to alter its free
3The term dispersion effect was first introduced by London to indicate that van der Waals forces depend on the spectral re-

sponse of interacting molecules (see Ref. [13], §5). Although “dispersion forces, together with the orientation and induction
forces of Keesom and Debye, are now regarded as three general types of van der Waals forces” [32], unless otherwise spec-

ified, hereinafter “we shall presume that this type of force, which is not conditioned by the existence of a permanent dipole or

any higher multiple, will be responsible for the van der Waals attraction….” [13].
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charge number density, the van der Waals force changes as a function of illumination level, thus dem-

onstrating the critically enabling attribute of time-modulation. Although the experimental results of-

fered some interpretative challenges, a much later experiment carried out with the atomic force

microscope (AFM) was reported to fully confirm expectations from the Lifshitz theory [99].

The discovery of the implications of the existence of dispersion forces in nanotechnology applica-

tions has a long and intricate history, which we explore, in part, in this chapter. Possibly one of the

earliest steps was the bold suggestion by Robert Forward that potential energy can be stored in the

dispersion force field and that such energy can be later released as an electric current [100]. Although

the idealized device Forward discussed is not competitive by many orders of magnitude, his explicit

suggestion that energy associated to the Casimir force can be transformed from and into electrical en-

ergy remains an extremely powerful inspiration. The importance of dispersion forces in NEMS dynam-

ics was first outlined in a widely cited paper by Serry, Walliser, and Maclay, who concluded, that “it

appears that the attractive force between parallel surfaces may not always have to be dealt with as a

nuisance; rather, it may be manipulated to perform useful tasks just as capillary forces have been uti-

lized to actuate MEMS components” [101]. The remarkable foresight of this statement can be best ap-

preciated from the fact that no leading reviews on nanorobotic actuation of the period, regardless of the

breadth of their visions, mentioned van der Waals forces as an actuation tool [102–106].
2.2 EXECUTIVE SUMMARY
Given the preceding background, the following overarching question has been advanced by the present

author over the last two decades: “What space technology applications are enabled by the fact that two

neutral polarizable objects strongly interact with each other at submicrometer separations and that such

interactions can be manipulated in both space and time?” [107] This issue was initially explored by

building upon a synergy of the previous ideas on energy conversion and MEMS actuation introduced,

respectively, by Forward and byMaclay and collaborators, and from the perspective of dispersion force

control implied by the experiment carried out by Arnold, Hunklinger, and Dransfeld. As a first step in

this direction, the existence of thermodynamical engine cycles was shown, in which the van der Waals

pressure plays a role analogous to that of gas pressure in an idealized steam engine.4 Since energy can

be drawn from (released to) the environment to increase (decrease) the magnitude of the van der Waals

pressure in semiconductors, the possibility exists to transform part of such irradiated energy into, for

instance, mechanical work thus “…achieving optical control of Casimir force actuated devices, in close

analogy with already existing technologies for the control of semiconductor microactuators. As the

Casimir force acts on components on any scale, this technology could allow for the direct dynamical

manipulation and control of semiconducting nanostructures” [108]. Such idealized engine cycles can

be applied to macroscopic slabs as well as to individual molecules [37]. For instance, actuation of mem-

branes [109, 110], microswitches [111], adaptive optics [112], and optically driven parametric ampli-

fiers [36] were suggested. The present author has also shown that the interlayer van der Waals force in

nanotubes can be modulated by irradiation [62]. This leads to consideration of engine cycles to control

shuttle dynamics in telescoping nanotubes employed as nanoaccelerators [60] and nonchemical energy
4Notice that ordinary gas pressure is positive whereas the van der Waals pressure is quite often, though not always, negative.

Hence engine cycles leading to positive mechanical work done on the environment may take place in a clockwise fashion in
an ordinary (P, V) diagram [108].
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storage devices—an approach that holds promise to deliver energy and power densities capable of out-

performing traditional devices such as electrochemical batteries and supercapacitors [61]. More

broadly, as explored in one related example in Section 4.4, the properties of nanotube superfibers

are expected to be not only affected but possibly also both manipulated and modulated by an appro-

priate management of dispersion force interactions.5 Casimir force modulation in nanotubes [62] rep-

resents one further key step forward in this developmental process [113].

In the rest of this chapter, we analyze several threads of the rapidly accelerating transfer of disper-

sion force physics into the technology marketplace with an emphasis on the economic significance of

such momentous developments and on crucial challenges likely to be met on the ground as this process

unfolds.
3 INDUSTRY, SCIENTISTS, THE NEWS, AND CAPITAL
Although our plan of action is clear, an unusual, yet major, obstacle lies immediately in our path. This is

presented by a rather widespread perception among several well-informed decision makers that the

scientific risk of adopting dispersion force-enabled solutions is in fact not being reduced even after

decades of explosively growing laboratory, theoretical, and computational activities. As witnessed

by this author on multiple occasions, several factors contribute to creating this additional challenge.
3.1 SURPRISING AND WEAK
A first cause is the continued belief or claim, even by some professional scientists and quickly mag-

nified by media coverage, that Casimir forces are “surprising” as well as “weak.” In the two-decade

experience of this author so far spent actively pursuing industrial applications of the Casimir force,

such easy cliches and inaccurate characterizations have been consistently found to unnecessarily in-

hibit that profound “meeting of the minds” with potential investors and public administrators that is

an absolute precondition on even attempting to cross the yawning chasm [114] between the chalkboard

(or whiteboard) and the advanced technology marketplace. In practice, media outlets and science mag-

azines aimed at a general audience, inspired by interview material or official research laboratory press

releases, often market the Casimir effect as “mysterious” [115, 116] and, if this were possible, even

“more mysterious” [117]. From the quantitative standpoint, the Casimir force is sometimes authorita-

tively described as “barely detectable” [20] and “…a very weak effect that can only be measured at

smallest distances of the plates, typically of the order [of] nanometers” [118].

As regards commentary on the Casimir effect as “surprising,” a careful examination of the scientific

and broader historical contexts reveals that, at the time of its announcement, that contribution was not
perceived to be, as often erroneously stated, the discovery that “a pair of electrically neutral conductors

should attract one another” [29]. Such adhesion phenomena had been known for centuries in marble

and glass surfaces and for over one century in polishedmetals. One decade earlier than Casimir’s paper,

Hamaker, also at Philips, had given as his leading motivating factor the fact that “frequently we ex-

perience the existence of adhesive forces between small particles of any substance or between a particle
5It was proposed by this author that, in analogy with the transistor, devices based on this principle be referred to as TRANS-

VACER devices, as the acronym of TRANSducer of VACuum enERgy.
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and a surface” [16]. Indeed, speaking from the standpoint of quantum electrodynamics, Milonni clearly

commented: “Whether the Casimir force should be regarded as startling or nonintuitive is, of course,

arguable. If we regard it as a macroscopic manifestation of van der Waals forces between molecules,

there is hardly any reason for surprise” [32]. In that discussion, quantitative arguments based upon the

additive approximation and the Clausius-Mossotti equation were presented showing that, if a retarded
(Casimir-Polder) interatomic force is postulated, a macroscopic force between perfectly conducting

plane boundaries correct to within 80% of Casimir’s result follows as an immediate consequence. This

is an extension of earlier arguments developed by Hamaker [16] and de Boer [14] to calculate the van

der Waals force between dielectric boundaries within the framework of London’s theory of unretarded
forces.

Of course, such a view only shifts the “mystery” to that of the existence of forces between individual

atoms. Within the context of quantum theory, even only considering unretarded forces, it is difficult to

go beyond the highly suggestive teachings by London quoted in the Introduction. As recently discussed

by the present author [63], arguments based on classical stochastic fields greatly aid in removing the

perceived clash with the widespread doctrine that neutral conductors do not interact. The only respon-

sible, long-term approach to address “surprise” and misperceptions about the existence of the Casimir

effect is to redesign the basic pedagogical analysis of Coulomb’s law to include an unambiguous state-

ment that only nonpolarizable neutral particles are expected to not interact, whereas any polarizable
particles, even including neutrons [119, 120], always interact. This is not in contradiction with classical
electrodynamics as indeed shown by a careful reading [63] of Maxwell’s Treatise on Electricity and
Magnetism [121]. Feynman’s reported—nowadays hardly known—“stunning demonstration” [9] of

molecular forces by means of the Johansson blocks can provide an unequivocal visual experience that

the acquired “intuition” of noninteracting neutral conductors is based on a dogma in stark conflict with

physical reality.

As regards the alleged nearly negligible magnitude of the force, such comments are also rather

common—again especially within or originating from the theoretical physics community—despite

their being in striking conflict with Feynman’s early warning about stiction and also not based on phys-

ical fact. Indeed, as one can quickly verify from Casimir’s result, the idealized Casimir pressure for

such an extremely small experimental plate separation as s¼1nm (mentioned in Ref. [118]) is

�104atm, whereas a realistic order of magnitude for real materials at a separation s ¼ 4Å yields a

pressure �103atm or “…of the order of the tensile strength of solids” [122]—thus not only

“detectable” but indeed dominant.
3.2 INTERNECINE STRIFE
Athird factor introducing doubts about dispersion forces as a viable path to disruptive technologies in the

minds of decision makers is the unusually confrontational interaction among several leading practi-

tioners,which is also amplydocumented and sometimes caricatured in the internationalmedia.One early

source of conflict was a very public clash over the issue of “zero-point-energy extraction,” typically in

engineswith avariablegapbetweenplates interactingvia theCasimir effect (Section2),which erupted in

the aftermath of the1997NASABreakthroughPropulsionPhysicsWorkshop (for instance, seepapers by

Forward and by Puthoff in Ref. [123]) also including independentwork by the present author [108]. This

debate is logically connected to earlier and, to some, equally controversial research [63, 124] into alter-

native formulations of electrodynamics—referred to as random or stochastic electrodynamics
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(SED)—capable of producing correct predictions classically and without any need to introduce quan-

tization schemes [32, 77, 78, 125–129]. In these approaches, provocatively, the now mainstream idea

of quanta becomes a “subterfuge” [130]—the same appellative later used to describe stochastic electro-

dynamics [131]. Although, as stated elsewhere [37], objections to predictions of energy conservation

violations by aGedankenexperiment by this author are well-posed and may be correct [132], the nearly

total disappearance of this issue from the refereed record indicates an instance of what Collins and Pinch

refer to as “implicit” rejection,which, in contrast to “explicit” rejection, “operateswhen rival knowledge

claims are ignored by orthodoxy” [133]. Marco Scandurra offered the following important commentary

on this scientific practice in arXiv: “The silence of the ‘orthodox’ part of the community expresses the

deep scepticism on such developments. However the policy of ignoring publications does not contribute

to the progress of science. Discussion is always positive as long as it remains on the track of scientific

argumentation. We also point out that a rigorous quantum field theoretical analysis of the ideas lying at

the basis of the proposed machines is still lacking. This subject gives the opportunity to investigate the

thermodynamics of the quantum fluctuations of the vacuum. More exactly we would like to address the

question: does any thermodynamics in the vacuum exist?” [132]

Juxtaposed to such an agreeable and professionally stated plan of action, leading science news out-

lets had reported that some within the majority of orthodox physicists disdainfully branded any inves-

tigation in this direction as nothing but “pseudoscience that could leech funds from legitimate research”

[134]. Reaction by the “orthodoxy” against any contrary view is so strong that one might be justified to

not include this debate within a section titled “Internecine strife,” as “Outward strife” might be more

correct. The justification often repeated in the media to show energy conservation in the standard Casi-

mir force system of two parallel planes is that “The effect cannot be tapped as a continuous power

source, though, since pulling the plates apart takes as much energy as is released when they come

together” [135] (a nearly identical statement also appears in Ref. [134]). As we have seen

(Section 2.1), this key statement is easily shown to be in conflict with both theoretical understanding

and experimental fact (Section 2). In fact, as shown by the same Gedankenexperiment proposed by this
author, “thermodynamics in the vacuum” leads to a clear prescription for the realization of a thermo-

dynamical engine cycle bymeans of semiconductors, which is necessary for the design and operation of

dispersion force-enabled nanomachines capable of exchanging energy with the environment in the full

respect of the laws of thermodynamics [37, 108].

It is probably correct to state that the present status of understanding of the so-called “zero-point-

energy extraction” debate by the orthodox majority is that extraction is impossible in theory [134] and

that experimental data are consistent with null results according to reputed laboratory workers [136].

However, such outcome has been misconstrued by some and misunderstood by others as implying that

any applications of the Casimir force involving energy exchange, including both ordinary energy stor-

age and energy transfer and conversion in engines, must be disbelieved on fundamental thermodynam-

ical grounds. In part, this deafening silence and misinformation regarding scientifically legitimate

issues might be explained as a manifestation of deep cultural differences, as extensively articulated

by Collins in terms of open and closed evidential cultures (see Ref. [137], Chapter 22 and

Fig. 22.1). For instance, discussing the tensions between the Frascati and Louisiana gravitational wave

detection groups in dealing with controversial experimental data on supernova SN1987A, attitudes in

favor of or against publication were attributed to an experimental animus or a mathematical animus.
Collins comments: “These are useful labels in this case, because of the current role of theory in holding
back speculation… the Frascati team believed this data should be published and looked at by the rest of
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the community; as far as they were concerned, something had been found, and it could not be wished

away. In contrast, the mathematical animus, taking experiment to be servant of theory, would have

suppressed the data” [137] (my italics). Although the present author accepts formulating such expla-

nations in the language of social science, in practice, as we shall explore below, the issue is one of

calculated information control in the service of agendas designed to advance some interests to the det-

riment of others. In this case, in the direct experience of this author, any proposal to exploit dispersion
force manipulation in NEMS may encounter an abnormal, wholly unjustified degree of skepticism re-

garding the legitimacy of its very physical foundations.

Unlike wishful thinking to the contrary, such exchanges do not only occur at the clash line that the

“kook community” [134] joins battle with practitioners [138] valiantly defending the orthodoxy from

“cranks” [124]. Indeed, far fiercer confrontations have repeatedly involved established groups within

the mainstream providing telling snapshots of international level academic interactions sadly not mea-

suring up to the idyllic harmony of the breathtaking School of Athens, in which Raphael had “portrayed
all the wise men of the world presenting different arguments” [139]. Some debates, such as that on the

“finite temperature correction” [54, 140–142], although actually focused upon issues very substantive

to theoretical physics, are generally perceived as too esoteric to be central to venture capital boardroom

decisions about funding disruptive technologies. However, it is a simple matter to pierce the thin ap-

pearance of civility and find sociologists in fact studying such issues as “Controversies in the Casimir

effect” (Controversias en el Efecto Casimir) [143] after having left the field as physicists specializing

in the same area [124] or even mainstream physicists unusually announcing the end of their own work

in the field [54]. Certainly more transparent to informed, interested readers are the loudly voiced doubts

regarding even the meaning of experiments “that claim 1% accuracy” [144] and delivered with lan-

guage leaving little to the imagination: “…in the surface-surface Casimir force measurement field,

there have been more than a few ‘Comments’ on various papers; the interested reader would do well

to ignore most, but not all, of these ‘Comments’ as they are confusing, if not bogus, but certainly

inflammatory” [144]. This particular broadside attracted literary return fire in a paper with such a re-

vealing title as “What is credible and what is incredible in the measurements of the Casimir force”

[145]. Extremely devastating in the latter, sanguineous counter-strike is the claim that, in practice,

one of the most celebrated experiments in the history of Casimir force studies [146] would be

“fundamentally flawed” [145], followed by an entire section devoted to a list of “Technical mistakes”

allegedly committed by the opposing practitioner.

Another well-documented exchange involving two different groups was caused by a disagreement

over the existence of “quantum friction”—the drag-like force expected to oppose relative motion of the

two standard Casimir system plates parallel to each other, that is, while maintaining a constant gap

width. The opening salvo was a paper unambiguously titled “No quantum friction between uniformly

moving plates” [147]. Interestingly, along with technical quantum electrodynamical calculations show-

ing that quantum friction does not exist, a simple thought experiment was also introduced showing that

the existence of such a drag-force would lead to a violation of the conservation of energy so that the

friction force must not exist on fundamental grounds.6
6This second argument is logically faulty as shown by the present author by means of elementary mechanics calculations

[63].
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The competing group replied with their own provocative title, reading like the opening verse of a

scoffing epigram, “Quantum friction—fact or fiction?” [148] This criticism in turn led to more heated

exchanges published as Comments [149, 150], prompting Chris Lee to publish a story aptly titled “A

fraction too much friction causes physics fisticuffs” [151], commenting, “If we hurry, we should catch

the end of round three,” and illustrated by a photo of one individual punching another.

Although, as Collingridge authoritatively stated, it is a reality of science that “experts can be

expected to disagree” [152], unusually bitter, well-documented confrontations are not rare occurrences

in Casimir force physics, involving even groups continuously feuding over multiple issues. This land-

scape is fundamentally different from random ego clashes that erupt at times in any profession such as,

for instance, the unforgettable—but personal and time-limited – exchange between Neal Koblitz and

Economics Nobel Prize winner Herbert A. Simon [153–155]. It is also a peculiar phenomenon consid-

ering that there now exists a sophisticated genre of pedagogical literature devoted to teaching proper,

nonconfrontational English-language academic writing techniques [156] and that a subfield of modern

linguistics research is, somewhat ironically, devoted to the study of “hedges” and “politeness” in pro-

fessional research writing [157, 158].

It would also be erroneous to dismiss this assessment by stating that such clashes in dispersion force

research are not a recent development. One example of a much earlier disagreement is the historic first

face-to-face encounter between Derjaguin on one side and Verwey and Overbeek on the other at the

18th Discussion of the Faraday Society held in Sheffield in 1954 [159]. In a detailed footnote, Derja-

guin indeed observed the lack of proper citation of his important work7 with Landau [160] by Verwey

and Overbeek in their famous Theory of the stability of lyophobic colloids [161]—still in print today—

describing it as “the fallacy of the critical remark… with no reference to our paper” [162]. However, in

the general discussion following that session, Verwey and Overbeek stated: “We admit to these facts

and we want to express our great regret that we have overlooked these papers in writing our

monograph,” even admitting to Derjaguin’s priority in the specific issue at hand. In response, Derjaguin

reported his full satisfaction and congratulated Verwey and Overbeek for the “exceptionally clear and

systematic form” in the presentation of their discoveries (Ref. [162], pp. 180–181). Such a resolution

represents an exceptional degree of professionalism displayed by all involved and it stands as an egre-

gious counterexample to embarrassing contemporary events.
3.3 ENTERTAINMENT AND FICTION
Finally, as also occurs for nanotechnology [105, 163], factors to play a role in discussions on funding

dispersion force engineering business plans have been the entertainment industry and literary fiction

[164]. In the experience of this author, even in conversations at the highest level, it was found that

science fiction was “not an external but an internal aspect” [165] of the Casimir force-enabled tech-

nology discourse. Since descriptions of the Casimir effect quite typically appeal to the concept of zero-

point-energy (Section 2), exchanges with decision makers were often found to drift into “free energy”

speculations and related concepts popularized by nonscientists or by scientists writing fiction. Among

many examples, awareness in space technologist circles of Encounter with Tiber, by Buzz Aldrin and
7On August 10th, 1987, the same paper became a “Citation Classic” in the Acta Physicochimica URSS as the “most cited

paper for this journal” (see Acta Physicochim. URSS, 32, 22).
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John Barnes, with scientific assistance from Robert Forward and other experts, was already reported

[43]. In this highly acclaimed 1996 science fiction novel based on an alien contact plot, Engineer’s

Assistant Krurix, “a Palathian male,” provides detailed descriptions of zero-point-energy extraction

via the Casimir effect (Ref. [166], pp. 440–441). Indeed, in the foreword, such an argument is raised

by none other than Arthur C. Clarke citing an oft-repeated estimate of zero-point-energy density by

Richard Feynman. The Casimir effect also makes an unlikely appearance as “a free lunch” in the play

An Immaculate Misconception by the late Carl Djerassi of Stanford University, “father of the birth con-
trol pill” [167] and it is a Physics Bowl answer in the “The Bat Jar Conjecture” episode of the ever-
popular sitcom The Big Bang Theory [168, 169]. However, probably no other work contributed more to

spreading Casimir effect-related ideas into Silicon Valley circles than Syndrome’s “zero-point energy

beam” [170] in the animated feature The Incredibles [171].
As might be expected, the effect of such a broad presence of Casimir force–related concepts within

fictional works is two-fold. On the one hand, it facilitates “breaking the ice” and establishing a com-

munication line with an extremely diverse pool of potential recipients of the message by taking advan-

tage of a potential common experience, whether literary or visual. On the other hand, it contributes to

further exacerbating follow-up skepticism, as it is natural for a professional decision maker, though

curious at first, to then disbelieve information acquired from works of science fiction, television en-

tertainment, or cartoons. An exception to this assessment is the role of speculative, but not necessarily

incorrect, Casimir force concepts in such areas as cosmology and metaphysics. This is the case, for

instance, with the mention of “Creation—namely, generation of the universe from vacuum

fluctuations” [20], closely connected to an earlier, uncited paper by Tryon [172], which, however, of-

fers little opportunity for technological development beyond fascinating conjectures.
3.4 QUASI-HISTORY AND MYTHS
The consequences of all challenges briefly outlined in this section are as complex to assess as they are

multilayered and real. As already previously reported, among factors of critical importance and in need

of deeper study, existing irreconcilable disagreements result in improper, incomplete, and self-serving

citation strategies [43], which produce a distorted description of the role of various authors in the his-

tory of the field and, critically, of the development of the present state of the art. Such phenomena have

been known for decades and are the subject of intense coverage too lengthy to cite comprehensively

here (several early examples and commentary are given in Ref. [173]). Unlike the highly idealized

“inflexible etiquette in scientific publications that authors should refer to all previous findings”

[174], several years ago David Jones graphically reported: “Performance indicators abound—impact

factors, citation counts, publications per head or per grant dollar, and so on. Mutual backscratching

cliques cite each other furiously in all their papers; journals parasitized by such publications proudly

proclaim their impact factors; grant money flows to individuals and organizations who can show the

best performance indicators” [175]. Such an apparently injurious description certainly lends credence

to a view of science not as the “product of contemplation,” but in relation to “interests” [176], which

“can be thought of in terms of a stake in money, power, status, privilege, or other advantages” [177].

Although such a jarring realization is far from new, it also naturally leads to the expectation that re-

searchers conduct themselves as any other corporate entity, in particular, reacting with hostility to any

challenge to their status. Here we do not intend to take a philosophical position as to the vast question of

the ultimate nature of knowledge. Instead, we intend to propose an issue of interest even within the
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provocative framework that “science has now become as oppressive as the ideologies it had once to

fight” and that “it inhibits freedom of thought” [178]. The question is: Are such well-known practices,

along with all phenomena briefly mentioned in this section, undermining economic development by

inhibiting early-stage investment?

For instance, exploratory studies by this author lead to hypothesizing that the delineation of the field

of dispersion forces and mapping of contributing groups as functions of time as shown by citation prac-

tices in publications, which are voluntary, may not match those obtained from patent citation practices,

which reflect regulation by law and are chosen by the patent examiner (different procedures between

the USPTO and the EPO are discussed in Ref. [179]). This is far from a novel idea. Although indeed

“inventors are mostly scientists” [180], the description of this emerging technology by practitioners

acting in compliance with the regulated environment of patent law may be different than that provided

by the same practitioners creating their own narrative in refereed journals [181].

Typically, the creation of quasi-history by “textbook writers and the science community at large”

[182, 183] is studied for its negative pedagogical consequences and its potential impact on bona fide

historical research. It is also clear from the few examples listed so far—and the many others available—

that some practitioners within the disharmonious dispersion force research community have both the

motives and the opportunities to dominate perception of the field by injecting quasi-history into the

narrative. The outstanding question is the reason that facts so relatively simple to disprove are not more

carefully scrutinized by the majority of practitioners and they are uncritically repeated. In addition to

the mischaracterization of the Casimir force as “weak,” the present author documented a simple in-

stance of myth-in-the-making [184] introduced to provide credible but demonstrably nonexisting sup-

port to an otherwise quite possibly valid physical model for a proposed maritime Casimir effect [185],

which later evolved into widespread belief by the orthodox scientific community because of such re-

laxed fact-checking. In a section titled “Propaganda and myth,” Whitaker concludes that “it is an ex-

tremely difficult task to decide from written evidence what was really believed at a certain time, but

also that, after many years of propagation of quasi-history/myth, even those involved in the events may

come to believe it” [182]. Such a matter-of-fact statement challenges the naive view of science as yield-

ing the truth [152] and is strongly mindful of the lengthy debate about the ultimate meaning of historical

understanding prompted by the concept of contextual archaeology [186, 187] developed by Ian Hodder

[188–190]. Fascinatingly, scientific interpretations and media reflections on the Casimir effect and its

potential technological role conform, mutatis mutandis, to Hodder’s assessment that “In archaeology,

there is a spectrum of positions on meaning, ranging from the idea that meaning is inaccessible to the

idea that meaning is accessible and multiple” (Ref. [191], p. 162).

Such confusion may appear surprising since, unlike the case of a typical archaeological site, Casi-

mir force research activities are a contemporary occurrence and most actors involved are professionally

active. However, such a variety of multiple opinions is typical as “anomalies” [192] emerge and it also

reflects the “uncertainty and ambiguity” that accompany the appearance of disruptive technologies [44]

(Section 4). In addition to these mechanisms well known to be operating throughout the practice of

scientific endeavor, the specific manner in which QED reaches a quantitatively highly accurate expla-

nation of reality—renormalization—was challenged for its philosophical implications (Ref. [193],

p. 46 and Footnote 20). Mathematically, also in the Casimir effect, this entails extracting a finite result

from the difference between two infinite values, as Dowling entertainingly shows [194]. Physically, in

our particular case, “many ways to describe the effect” are known, also without resorting to zero-point-

energy but by means of source fields, “in which, contrary to prevailing ideas, there are no nontrivial
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vacuum fields” [32]. Such factors surely make plausible the alluring myth that the prediction of forces

between neutral conductors was “dismissed…as patent nonsense” [194]. However, as we have already

seen in the Introduction, such was absolutely not the case as the “nonsense,” according to Pauli, was not
the existence of the effect but its physical interpretation in terms of zero-point energy.
3.5 THE “FRINGE”
It is now appropriate to offer a few comments about the effect of the presence of a so-called “kook

community” of “pseudoscientists” on the dynamics of scientific due diligence of Casimir force-enabled

inventions alleged to be siphoning off funds, “perhaps governmental” [134], that might otherwise be

devoted to legitimate research. An already cited very recent effort aimed at characterizing “fringe sci-

ence as opposed to the mainstream” [138], coauthored by a social scientist with Casimir force research

experience, also offers a review of the problem and useful operating definitions. Without attempting to

adapt that general discussion to the specific case of “zero-point energy extraction,” we point out that

those who would likely be declared to come from the so-called fringe of this particular subfield belong

to two very different communities.

On the one hand, “a small but active group of researchers” [32] is motivated by their own interest in

determining whether successful theoretical predictions typically attributed to the development of quan-

tum mechanics, including the existence of dispersion forces [125, 128], can instead be reached by ex-

clusively classical or semiclassical methods [78, 128, 129]. In this approach, referred to earlier

(Section 3.3) as “stochastic electrodynamics” (SED), the starting point is provided by the classical

Maxwell equations for which the existence of a fluctuating field is posited as the homogeneous solution

in the absence of charges and currents. Consequently, “The appearance of ℏ in this modification of

classical electrodynamics implies no deviation from conventional classical ideas, for ℏ is regarded

as nothing more than a number chosen to obtain consistency of the predictions of the theory with

experiment” [32]. Providing a calculation leading to predictions of the physical parameters of this hy-

pothetical random field, though obviously interesting, is no more necessary to this approach than the

“considerable numerology” [195, 196, 197] surrounding attempts to heuristically compute Planck’s

constant of quantum mechanics from other a priori assumptions. Indeed, theory and experiment have

shown that “dispersion forces between small colloidal particles can also be induced and controlled

using artificially created fluctuating light fields” [80], as was also previously proven to be possible

by means of broadband noise in the acoustic Casimir effect [73]. As Boyer reported, “Some readers

of this classical electromagnetic analysis are distressed, even indignant at the idea of a “classical” elec-

tromagnetic zero-point radiation. They insist that zero-point radiation is a “quantum” idea which can

not be used as part of classical physics. However, surely this objection is without merit” [129]. In the

experience of the present author, the impressive record of publications of this community is often

ignored,8 misconstrued, disparaged and even shamed by “orthodox” practitioners, including, remark-

ably, present editors of those journals deemed as among the most prestigious by the same orthodoxy

and in which SED results were very extensively featured in the past. The reaction by some mainstream

scientists towards the undeniable “successes of SED” [32], is quite often vitriolic, even if the only aim
8One of many possible examples is provided by David L. Rosen in a letter [198] to Physics Today pointing out the striking

absence of any mention of SED in a recent article devoted to the classical atom [199]. Unsurprisingly in light of our previous

comments [133], that letter went without any reply from the original authors.
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of such efforts be an exercise “to save the phenomena” [200]. This can be understood in terms of the

anthropological processes described by Th´er‘ese and Martin in their paper unforgettably titled

“Shame, scientist! Degradation rituals in science” [201]. In fact, despite those blatantly unscientific

positions, the question Scandurra asked [132]—“does any thermodynamics in the vacuum exist?”—

can obviously be investigated in relation to thermodynamical engine cycles involving dispersion force

manipulation achieved by energy exchange with any fields [108], whether, for instance, electrody-

namic or acoustic, stochastic or quantum, artificial or genuinely “zero-point,” such as those reported

previously [73, 80]. Such investigations are not only legitimate but ongoing and technologically very

promising [107].

Next to these SED workers, who regularly publish in journals held in high repute even by the or-

thodoxy, a second group exists that one might reasonably characterize as belonging to a “fringe” [138],

sometimes inspired by fiction and conspiracy theories. The stories surrounding this community range

through the entire spectrum between relatively unconventional and daring, but legitimate, mainstream

research all the way to accounts of alleged UFO technologies and antigravity as entertainingly told, for

instance, in The Hunt for Zero Point by Nick Cook [202]—rebuffed point-by-point by mainstream au-

thors as in Voodoo Science by Robert Park [203] and “Did Adam and Eve have navels?” by Martin

Gardner (Ref. [204], Chapter 4).

Although it is quite typically believed by practitioners that “You instantly know if a paper is junk”

[138], the situation is far from clear-cut from the standpoint of technological investment decisions. For

instance, mainstream physics is affected by internal debates regarding whether testability should even

be a prerequisite or whether “elegance will suffice” so that it is now feared that “theoretical physics

risks becoming a no-man’s land between mathematics, physics and philosophy that does not truly meet

the requirements of any” [205]. In parallel developments, a “reproducibility crisis” [206] is widely

reported and accompanied by a corresponding debate as to whether irreproducibility as well should

just become the new norm [207, 208]. In connection with this latter issue, direct experiences of this

author—consistent with far broader findings [209]—have shown that demonstrably incorrect papers

in Casimir force research published in a high impact factor journal are nearly impossible to correct

even after multiple attempts and appeals, at most resulting in very limited admissions of error [63,

210, 211]. These latter cases are far more treacherous to the process of scientific due diligence because,

in papers written fully conforming to orthodox practices, “Mathematical verbiage is being used like a

witch doctor’s incantation, to instill a sense of awe and reverence in the gullible or poorly educated”

[153]. Plainly, it is far easier to weed out a business proposal alleging to be based on “alien technology”

than one based on discoveries published in some of the most revered scientific journals in the world,

although they might both be equally unsound if not fraudulent [212]. Intriguingly, although it was con-

fidently stated that “retired engineers seem to be prone to this grandiosity” [138], announcements at

first sight just as offensive, also connected to quantum vacuum physics, but made under the umbrella of

powerful sponsors [213–215], fail to trigger the expected “ritualized degradation” before the

“assembled audience” of mainstream science [201]. Of course, this is not the place for an analysis

of this phenomenon except to remark that, commencing at least with Martin Gardner’s decades-old

devastating comments about “stupid, ignorant, almost illiterate men” [216], this latter “kook

community” [134] has in practice been marginalized and neutralized by attacks at least as brutal as

those mainstream Casimir force practitioners openly reserve for one another. Unfortunately, the same

cannot confidently be said for the historic “…impositions that have been practiced in science… of

hoaxing, forging, trimming, and cooking” [217]. It is important to frankly acknowledge that declaring



748 CHAPTER 29 VAN DER WAALS FORCE-ENABLED TECHNOLOGIES
untimely physics breakthroughs, publishing fraudulent data, and misrepresenting the work of others

through unethical citation practices is no longer just a grotesque symptom of belonging to the fringe

but also a systemic malaise of the mainstream that has led to an explosively growing lack of credibility

in science by the community of nonscientists.
3.6 OVERALL EFFECT ON SCIENTIFIC DUE DILIGENCE
Twenty years after serious concerns about “leeching” of public funds were raised in Philip Yam’s Sci-
entific American article, it would be naive, if not irrational, to not hypothesize that, applying to this field
the candid words by David Jones inNature, “mutual backscratching cliques” entirely embedded within

the official “orthodoxy,” often openly warring against one another, ruthlessly control the narrative thus

ensuring continued publication success in “parasitised journals,” and, consequently, the flow of “grant

money.” This vicious dynamics manifests itself by an often grotesque absence of “good manners” in

citation practices [218] thus erasing the very existence [43] of workers deemed as threats or as unser-

viceable article references. The end product is an “incomplete and tainted record” [219], or, actually, a

plurality of multiple, incompatible records, to severely cripple the ability of even highly qualified ex-

perts to “extract meaning against the grain of the documentation” [220], as in Raphael Samuel’s famous

phrase quoted by John Tosh (Ref. [219], p. 179). In addition, the enduring culture of “mystery” asso-

ciated with the Casimir effect encourages a particular variety of “manufacturing doubt” [221]—

begging for a resolution by “appropriate” research actors, marketed as an engaging story in newspapers

and popular science publications, and adopted as a thrilling element in deservedly successful fictional

plots. Among the standard tools to succeed, it is now matter-of-factly accepted that “Being a good sci-

entist is half science and half marketing” and that “Of course, to get a proposal funded, we need to

market our work” [222].

The fact that taking control of the narrative of scientific and technological progress enables control

of public research funding is so transparently clear that such a mechanism is taught as one of the “kinds

of power in science” to be understood in order to be “winning the games scientists play” [223]. Among

others, Sindermann lists the “power possessed by the principal administrative officers of granting agen-

cies, government or private”; “power possessed by journal editors”; and “power possessed by scientific

peers.” For instance, regarding the last type, “peers examine and comment on research proposals and

manuscripts; peers decide whether or not they will cite published work; and peer discussions result in

informal but very important evaluations of research.” (Ref. [223], pp. 180–182) The detailed analysis

of the science funding machine with its many moving parts provided therein makes it clear that the

stakes could not be higher in executing a strategy resulting in effective management of the interaction

with editors, agency administrators, and peers.

These complex mechanisms directly and indirectly affecting grant proposal scoring are not only

active in determining public research funding allocation. On the contrary, companies at any stage

of development undergo a thorough audit to determine the accuracy of the information upon which

a critical transaction decision, such as a merger and acquisition (M&A) or an investment, is made. Such

is the scenario, for instance, of a startup company seeking angel or institutional venture capital funding

to develop an invention into a profitable product. This inquiry into all aspects of the company, referred

to as due diligence [224–227], has been generally characterized as “a reality check with an in-built

veto” [228]. It is deemed by practitioners to be “imperative to perform due diligence on all new plants

or processes that utilize either new or emerging technologies” [229] (italics in the original).
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This particular phase of the investigation is referred to as scientific, technical, or technological due
diligence. A first well-known difficulty with competently executing such a check of any scientific

claims underlying a business proposition is that “Sourcing the right expertise can be difficult and know-

ing how to upscale the technology can also be complex” [230]. A second obstacle is that “Visualising

the opportunities is beyond many investors without significant investment in technological and scien-

tific due diligence, which is all too often derailed by large upfront fees” [231]. This latter problem is

especially felt in the case of angel investing in startup companies, which cannot be expected to face

burdensome costs [226]. However, if this problem can be addressed, it is often possible to locate highly

qualified due-diligence firms that specialize in particular industries, such as clean tech [230] or

sustainable energy [232].

Unlike better-understood subfields, as we shall see in the following discussion, investment oppor-

tunities based on Casimir force-enabled technologies display a “perfect storm” from the standpoint of

scientific-technical due diligence. The science—both theoretical and experimental—and the mathe-

matics involved require an advanced degree of general knowledge applied to a subject with a notori-

ously steep learning curve; qualified expertise in this area is not widely available; and companies

seeking funding for related applications are often, though not always, startups. Typically, if the busi-

ness proposition presented in a formal business plan survives its first screening, perspective angel in-

vestors or institutional venture capital fund managers will reach out to a trusted technical consultant to

receive an opinion on technological feasibility. Such consultants may or may not have present or past

association with academia and may widely vary in personal career achievements, ranging from Nobel

laureates to versatile, self-made experts without an advanced degree in a scientific field. At this early

stage, an attempt is probably made to analyze any claims that appear “too good to be true.” Because

concepts based on Casimir forces are, by the nature of the applications designed to involve them, dis-

ruptive, the proposition described in a business plan is likely to highlight the possibility of generating

very attractive returns by the introduction of breakthrough technologies in such remunerative markets

as energy and medical technology. However, a technical expert will naturally approach such claims

with an understandable degree of professional skepticism.

On the one hand, for inventions relying on exploiting the adhesion between two surfaces by strat-

egies based on nontrivial geometries or gap media, a consensus can relatively quickly be reached that

no fundamental laws are violated. Cases of this type include, for instance, the historically important

Johansson blocks to be discussed later (Section 4.1), “gecko glue” [233] concepts, and even some

nanoelectromechanical systems (NEMS), such as the carbon nanotube-based nonvolatile random ac-

cess memory [234]. On the other hand, inventions involving the interplay of a time-modulated Casimir

force, and possibly simultaneously of electrostatic forces, are based on thermodynamical transforma-

tions involving energy transfers with the surrounding environment [37]. Unfortunately, consideration

of issues relating to such engine cycles is often tainted by impressions gleaned from reports surround-

ing the fierce debates about “free energy” (Section 3.3) likely leading a cautious expert to raise a “red

flag.” In these cases, scientific due diligence may either just yield a disappointing quick veto recom-

mendation, or continue with the same expert, or more specialized consultants may be recruited to pro-

vide a final opinion. If the second outcomematerializes, one of many possible follow-up directions may

include a highly technical discussion of supporting experiments proving that Casimir forces have in-

deed been manipulated by means of illumination in the laboratory. However, earlier results failed to

conform in detail with expectations from the Lifshitz theory [98] whereas more recent data [99], which

do conform, fall under a shadow of doubt given the mutual credibility allegations previously discussed.
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Furthermore, it must be considered that such discussions take place in person—more rarely on the tele-

phone or on teleconferencing connections—in high-stakes meetings under the pressure of time during

which any concern, even though minor, may lead an expert to recommend opting out of the opportu-

nity. Given the aforementioned common characterizations of the Casimir force as weak and mysterious

and the levels of public, mutual discrediting of experimental and theoretical results found in the refer-

eed literature, a consultant unfamiliar with the field may well decline recommending an investment

until the scientific landscape becomes less contentious. If the third outcome occurs, more voices, often

in part drawn from or heavily influenced by academia, are added to the scientific due diligence team. In

this case, in the experience of this author, the typical outcome is that “experts can be expected to

disagree” [152]. This is a natural consequence of bringing the highly confrontational academic Casimir

force research community subculture into the boardroom. Doubt does not well harmonize with the aim

to determine whether the technological risk has been eliminated, or at least reduced, from the business

proposition so that a negative recommendation is likely.

The relative immunity of the investment community from errors due to uncritically accepting in-

ventions based on “fringe” claims can be attributed to the very existence of the technological due dil-

igence process. More challenging during this delicate phase is the effect of inconsistent assessments

regarding a “weak” and “mysterious” Casimir force often repeated by an influential subset of science

news coverage reiterating the stereotype of the Casimir force as exotic but technologically inconse-

quential and physically ill-understood. In some cases, as already noticed [37], the outcome of such

statements, demonstrably incompatible with physical reality, are confusing news reports, exemplified

by a New York Times article inexplicably titled “A Tiny Force of Nature is Stronger Than Thought”
[135]. In the experience of this author, neither the irrelevant “kook community” nor deprecated

SED practitioners have had a significant chilling effect on privately held capital decision makers. This

is instead due to these types of mischaracterizations, to a general degradation of scientific ethics and

questionable publishing practices, and to the widespread negative interactions both radiating from and

within the Casimir force research mainstream, all engendering mistrust in results published even in the

most highly reputed scientific journals.
3.7 INNOVATION AND RISK AVERSION
It has been long recognized that two sources of motivation exist that affect commitment to innovative

technologies, that is, technological-push and market-pull, or market demand. On the one hand,

“Technological push forces stem from a recognition of a new technological means for enhancing a

firm’s performance” [235]. On the other hand, “The market demand school of thought suggests that

organizations innovate based on market needs…Collectively, empirical research studies on technolog-

ical innovation are inconclusive regarding this technology-push, demand-pull (TPDP) debate” [236].

As should be expected, the landscape is more nuanced than would appear from those two distant al-

ternatives and much research has been devoted to the interplay or even the planned integration of these

two development drivers [235], including specifically in startup firms [237]. A further important re-

finement concerns market-pull forces, which “… can be conceptualized as occurring along two fronts:

1) marketing performance deficiencies that stem from manufacturing and/or 2) perceived marketing

opportunities that could be explored because of enhancements to the manufacturing process. The for-

mer tends to put management in a defensive or reactive mode (e.g., the competitive inroads made by the

competitors force the firm to become more cost efficient) while the latter is more opportunistic or
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proactive. While both of these forces can be operative, it is likely that one would be more dominant in

management’s view” [235]. From the standpoint of physics entrepreneurship, it is stated that “The tech-

nology push companies are the riskiest in terms of survival, but they also offer the greatest likelihood of

creating breakthrough technologies. Market pull companies, on the other hand, can create important

refinements or improvements in existing technologies” [238].

As stated earlier, the most widely popularized applications of quantum vacuum-enabled technol-

ogies at or just beyond the horizon tend to be highly disruptive and could quite reasonably be viewed as

resulting from technological-push forces. However, for instance, since “The demand for reliable anti-

stictionmethods ofMEMS andNEMS structures is essentially unlimited” [239], inventions designed to

engineer Casimir forces so as to make them repulsive [240, 241] with the aim to control both

manufacturing and device operation stiction (Section 4.5), could be considered as the result of

market-pull forces to remedy this “dominant source of yield loss in MEMS” [242].

In order to fairly judge all negative effects on the transfer to the marketplace of Casimir force-

enabled technologies—especially if developed by startups—we should also consider factors leading

to the overall steady decrease in both angel and institutional venture investment capital available in

the United States. Because “The market… remains the final arbiter of success or failure” [238], this

in turn requires an understanding of the dynamics of opposition to innovative manufacturing by indus-

try managers, which is often, though not always, determined by a perception of risk associated with

such change [243, 244]. Butler and Anderson conclude: “…reducing risk has become a major feature

of high-tech entrepreneurship. Since the mid 1990s, venture capitalists have been reducing their invest-

ments in seed and early-stage companies and have focused instead on later-stage companies ready to

bring products to the market. As a result, in order to establish proof of concept and fund early devel-

opment, early-stage entrepreneurs have turned to alternative sources of funding, including angel inves-

tors and especially the SBIR and STTR programs. The innovators thereby retain control of their

technology, at least until products are ready for the market; that move appears to reduce risks” [238].

The main point of this section has been that various factors presently send a powerful—though

completely inappropriate—signal to sophisticated investors that dispersion force engineering still dis-

plays an amount of technological uncertainty even at the most basic scientific level that is incompatible

with the present risk-averse atmosphere. It is important for such decision makers to realize that the cu-

mulative effect of all such negative factors could be negotiated by the adoption of novel management

tools suited to properly identifying and funding truly promising breakthrough technology projects. Iron-

ically, some such approaches for risk reduction were developed by Marc Millis [123, 134, 245] during

and in the aftermath of the highly controversial 1997 NASABreakthrough Propulsion PhysicsWorkshop

mentioned earlier (Section 3.3). This methodology is now relatively sophisticated [246], it was applied to

propulsion science [247], and was presented literally within a short walk of Sand Hill Road in the heart of

SiliconValley [248]. As a first work in progress in this direction, a traceabilitymap describing technology

transfer of dispersion force engineering applications, adapted from the ones proposed byMillis for NASA

Breakthrough propulsion physics, was recently proposed by the present author [249].

As stated previously, in addition to lack of funding for early stage startup companies due to investor

risk aversion, lack of investments affects developmental programs to transfer already acquired know-how

to the marketplace. Many factors are at play both domestically and internationally, which are beyond the

scope of this chapter. This includes, for instance, a dramatic weakening of intellectual property rights of

independent inventors in the United States [250] through the recent patent reform, which, according for

instance to IEEE-USA, serves as “…a disincentive to inventiveness, and stifles new businesses and job
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growth by threatening the financial rewards available to innovators in U.S. industry” [251] (my italics).

Also cited factors are dysfunctional or at least ineffective interactions within and between academia and

industry due to [252]: an overall ineffectiveness by academia to communicate results with a commercial

potential to industry because “most research papers are written in a format that is not easy for industry to

consume”; cultural friction caused, for instance, by the fact that academic “focus is on generating findings

that are reviewed by academic peers, universities don’t consider commercialization when granting ten-

ure”; and “lack of long-term relationships. Most current engagements between universities and manufac-

turers are transactional…” It is impossible to not view this list partly as a consequence of lack of

entrepreneurship education on the side of academics [253], and partly as a consequence of the intercon-

nected hidden interests exemplified by the “wired” government grant decisions alleged by David Jones

[175], which artificially determine winners and losers well before the market is allowed to have its ul-

timate say. The academic goal—obtaining a never-ending string of grants—can be achieved with pow-

erful alliances, whereas the commercial goal—winning in the marketplace and never a foregone

conclusion for anyone regardless of connections—is not considered as a factor when granting tenure.

Although this academic culture is very slowly evolving [254, 255], opposition to science commercial-

ization is still strong on grounds that “Promoting spin-offs relative to patenting or licensing may unin-

tentionally jeopardize the university’s research and educational missions” [256].

More broadly, however, opposition to and mismanagement of the apparently ever-increasing pace

of change in all areas of company activities may also explain hostility towards accepting disruptive

technologies regardless of the possibility of returns—a phenomenon sometimes referred to as

“change fatigue” [257]. Indeed, available data suggest that lack of funding is not the leading obstacle

to the successful execution of “change initiatives” as opposed to a “lack of clearly defined milestones

and objectives” and “lack of commitment by senior management” [258]. As a final environmental el-

ement surrounding the search for funding, “many experts contend that America’s inventive spirit is

already flagging. As the Silicon Valley venture capitalist Peter Thiel put it to me in an interview, Amer-

ican innovation in recent decades has been remarkably narrowly based. “It has been confined largely to

information technology and financial services” [259]. This assessment is perhaps best reflected by the

front-page headline, “You promised me Mars Colonies. Instead I got Facebook,” accompanying an

article titled “The Imperative to Explore” by Buzz Aldrin in the MIT Technology Review [260].

These mitigating circumstances are extremely important to consideration of the possibility of suc-

cessfully funding any startup in the United States at this time. However, lacking a concerted effort to

provide a truthfully reassuring picture of gradual technological risk elimination, the road to realizing

attractive return opportunities based on investments in dispersion force-enabled products has been fur-

ther unnecessarily blocked. Therefore, the creation of an entirely new industry potentially capable of

contributing thousands of high tech manufacturing jobs has been lamentably forestalled.
4 DISPERSION FORCE ENGINEERING: AN EMERGING ENABLING GENERAL-
PURPOSE TECHNOLOGY
In what follows, we shall use the Johansson blocks as the archetypal application of a novel technology

we have been referring to as dispersion force engineering [37, 43, 60, 61]. By dispersion force engi-

neering, here we shall mean any technology to control dispersion forces, or, more formally, manipu-
lating dispersion forces to achieve a causally quantifiable success. Dispersion force control
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technologies are extremely varied and range, for instance, from surface manipulation as simple as pol-

ishing to time modulation of optical properties of the interacting bodies by illumination in semicon-

ductors [98]. In this sense, we shall see that the invention of the Johansson blocks reveals possibly the

earliest manifestation of planned manipulation of naturally existing surface forces for the purpose of

achieving a specific technological goal.

Rotolo, Hicks, and Martin (RHM) have recently proposed “five attributes that feature in the emer-

gence of novel technologies: These are: (i) radical novelty, (ii) relatively fast growth, (iii) coherence,

(iv) prominent impact, and (v) uncertainty and ambiguity” [44]. Commencing with the evolution of the

Johansson blocks as a market product—our archetype9—it will become apparent that dispersion force

control technology embodies such five features. Therefore, on the strength of the evidence provided

herein, we shall argue that dispersion force engineering is an emerging technology. To clarify, we are
obviously not proposing that Johansson blocks should be identified as an emerging technology. Even at

the time of most rapid adoption, they probably failed to meet the requirement of “prominent impact” in

the same sense as, for instance, steam or electricity. As far as the present time, it has been stated that

“gauge blocks should be dead and gone” [6]—surely a breakthrough in early 20th century precision

manufacturing tool development but no longer satisfying the requirement of “radical novelty.” Of

course, we also do not claim that dispersion forces are an emerging technology since they are, in

the absence of a planned activity to control them, only a natural force in the same sense as gas pressure

inside a cylinder-piston system. However, dispersion force engineering certainly enabled Johansson

blocks to “achieve a causally quantifiable success.” The delivery of market products—initially, Mauser

rifles—in large numbers was the result of a revolution in high-precision manufacturing made possible

by another market product, the Johansson blocks, in turn enabled by emerging dispersion force engi-

neering technology. Hypothetically, if for any reason dispersion forces could not have been brought to

bear as a technological solution, the Johansson blocks would have been only useful as a more versatile

type of “fixed-limit gauges” but far from a radical novelty. Therefore we shall use information about

the evolution of derivative products enabled by dispersion forces, if such information and products are

available, as a “tracer” of dispersion force attributes acting as an enabling technology. We consciously

choose the term tracer over marker to imply that the derivative technologies are not simply “mixed”

[262] with dispersion force engineering so as to share their evolutionary path but they are an active

part—indeed one of the fundamental enabling factors—of that evolution. For this reason, we shall fur-

ther argue that dispersion force engineering is an emerging enabling technology—a class of emerging

technologies expected to “make currently unachievable system concepts realizable in the coming

decades” (see Ref. [263], pp. 40–41; also Ref. [264]).

As also observed by RHM speaking from the standpoint of the fourth attribute—prominent im-
pact—“the concept of emerging technologies becomes very close to that of ‘general purpose technol-

ogies’ and so excludes technologies prominent within a specific domain” [44]. According to Bresnahan

and Trajtenberg [265], general-purpose technologies (GPTs) are defined “as having three key charac-

teristics: pervasiveness, technological dynamism, and innovational complementarities” [266]. Accord-

ing to Lipsey and collaborators, on the other hand, a general-purpose technology is “a technology that

initially has much scope for improvement and eventually comes to be widely used, to have many uses,
9The use and meaning of this term as applied to the pursuit of scientific knowledge was clarified by Pauli in his study “The
Influence of Archetypal Ideas on the Scientific Theories of Kepler” (Ref. [261], Ch. 21).
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and to have many Hicksian and technological10,11 complementarities” [266]—although “wide dis-

semination…is often considered a logical consequence of the other three attributes” [269].

Interestingly, Lipsey and collaborators also devoted themselves to the analysis of emerging general-
purpose technologies providing a most relevant example from our own present perspective: “…if one is

told that a new technology will allow for the rearrangement of matter at the molecular level to enable

the construction of almost any product or material, whatever its engineering specifics (i.e. mature nano-

technology), it can be confidently said that the technology has a clear potential to develop into a GPT.

No one can predict how such technologies will evolve in detail, or whether they will encounter insur-

mountable cost obstacles to their commercialization, but they are prime candidates for close attention

as potential GPTs” [270]. Although only able to conclude that “there is a growing body of work that

considers nanotechnology a GPT,” later analyses have undertaken to study in somewhat greater detail

the intricate nanotechnology value chain [271–274]. This has led to the identification of sample se-

quences moving from such technological discoveries as the atomic force microscope (AFM), to inter-

mediate goods such as nanorobotic systems and nanomechanical devices, and finally flowing into

potentially widespread market products [269]. It is of critical significance that these latter authors rec-

ognized the existence of “families of nanotechnologies” since any activity aimed at “the rearrangement

of matter at the molecular level” must be expected to be vastly more complex and interdisciplinary

[180, 275] than such historical candidates for general-purpose technologies as electricity or steam

[266, 270, 276, 277]. A manifestation of this complexity is provided by research on nanotechnology

publication and citation counts, reporting that “the basic first search term ‘nano*’ yielded about half the
total. Results were augmented by additionally searching for variants on quantum, self-assembly, mo-

lecular manipulations, microscopy, and other terms (such as NEMS, quasi-crystal or sol-gel)” [278].

A more recent study of nanotechnology patenting activity “finds evidence from a broader sample that

nanotechnology itself appears to display the three characteristics of growth, pervasiveness and im-

provement of a GPT” [279].

The connection between these broad economic studies and the present analysis is provided by our

further thesis that dispersion force engineering is an emerging enabling general-purpose technology
(EEGPT) [280]. Because of the previously discussed enduring misperceptions (Section 3.6), lacking a

“big picture” and despite supporting evidence—which we attempt to provide herein—such a statement

might be considered as surprising or bold to nonspecialists and even to skeptical experts. Nevertheless,

we shall argue this is a straightforward consequence of physical law and of engineering developments

occurring since the early 19th century.

A starting point to rationalize both the logical justification and the temporal evolution of the sup-

porting evidence is again the work of Bresnahan and Trajtenberg, who provided examples readily ap-

plicable to dispersion force engineering: “Most GPT’s play the role of ‘enabling technologies’, opening

up new opportunities rather than offering complete, final solutions. For example,…the users of micro-

electronics are among the most innovative industries of modern economies, and they benefit from the

surging power of silicon by wrapping around the integrated circuits their own technical advances. This

phenomenon involves what we call ‘innovational complementarities’ (IC), that is, the productivity of
10“Hicksian complementarities involve lower factor prices driving substitutions and technological complementarities occur

whenever one technological change requires a redesign or reorganization of other production systems” [267].
11I am grateful to Mark J. Schulz for reminding me of Thomas Jefferson’s statement that “…every science is auxiliary to

every other” [268].
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R&D in a downstream sector increases as a consequence of innovation in the GPT technology. These

complementarities magnify the effects of innovation in the GPT, and help propagate them throughout

the economy” [265].

Perhaps the most lucid general observation on the role of complementarities potentially translatable

to dispersion force engineering as a nanotechnology enabler—a complementary technology to

nanotechnology—is provided by Rosenberg: “Inventions hardly ever function in isolation. Time

and again in the history of American technology it has happened that the productivity of a given in-

vention has turned on the question of the availability of complementary technologies. Often these tech-

nologies did not initially exist, so that the benefits potentially flowing from invention A had to await the

achievement of inventions B, C, or D. These relationships of complementarity therefore make it ex-

ceedingly difficult to predict the flow of benefits from any single invention and commonly lead to a

postponement in the flow of such expected benefits. Technologies depend upon one another and in-

teract with one another in ways which are not apparent to the casual observer, and often not to the

specialist” (see Ref. [281] and also Ref. [265], p. 84, Note 2). This exceedingly important statement

captures the essence of the thesis of this chapter as subtitled by Feynman’s visionary talk: “There is the

problem that materials stick together by themolecular (Van derWaals) attractions. It would be like this:

After you have made a part and you unscrew the nut from a bolt, it isn’t going to fall down because the

gravity isn’t appreciable; it would even be hard to get it off the bolt. It would be like those old movies of

a man with his hands full of molasses, trying to get rid of a glass of water. There will be several prob-

lems of this nature that we will have to be ready to design for” [8]. This statement is usually interpreted

as a remarkable prediction of the “fundamental catastrophic failure in microelectromechanical systems

(MEMS)” [239] later referred to as stiction. Notice that, in Feynman’s brilliant intuition, the fact that

materials stick together because of van der Waals forces is described as a problem “to be ready to de-

sign for,” that is, to avoid. From our perspective, instead, we shall frame Feynman’s prediction of stic-

tion by paraphrasing Rosenberg’s words to mean that the “benefits potentially flowing from

nanotechnology had to await the achievement of dispersion force engineering” (among other comple-

mentary technologies).

In a little quoted statement just a few years later, Casimir himself commented on the experience at

Philips with “qualitative evidence…by another group of our laboratories when they had to approach a

metal surface with very thin wires ending in a little sphere …Also I should like to point out that there

exists now a tendency to make smaller and smaller objects. If we ever learn to manipulate dimensions

and distances of a few tenths of a micron then forces between metals might have a dominating

influence” [17]. This attests to a dramatic evolution in Casimir’s opinion of the technological impor-

tance of the submicrometer scale of the effect he discovered when contrasted with his earliest, most

often quoted assessment, that “Although the effect is small, an experimental confirmation seems

not unfeasable [sic] and might be of a certain interest” [19]. As we shall see, this wavering between

“small” and “dominant” is characteristic of the reported understanding of dispersion forces in nano-

technology to this day—a manifestation of the attributes of “uncertainty and ambiguity” identified

by RHM.

As we have mentioned, Casimir’s approach involved two perfectly conducting planes and it focused

on the zero-point energy of the electromagnetic field in the empty space both within and without the

plates. Such a space is customarily referred to as the “quantum vacuum” [32] and altering dispersion

forces could be viewed as acting on the properties of such a quantum vacuum. Hence this author has in

the past referred to dispersion force engineering also as “quantum vacuum engineering.” In fact, that
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terminology was inspired by a rather sibylline statement by physics Nobel Prize laureate T.D. Lee: “If

indeed we are able to alter the vacuum, then because the vacuum is ever present and everywhere, our

microscopic world of elementary particles would become inextricably connected to the macroscopic

world of the cosmos” [282]. Although the present author found such words extremely motivating, what

exactly Lee had in mind when he included a section perplexingly titled “Possibility of vacuum
engineering” in the “Outlook” chapter of his textbook on elementary particles is not entirely clear.

It is perhaps worth remembering the oft-quoted words by Dyson published approximately one year

before Feynman spoke at Caltech: “When the great innovation appears, it will almost certainly be

in a muddled, incomplete and confusing form. To the discoverer himself it will be only half-

understood; to everybody else it will be a mystery. For any speculation which does not at first glance

look crazy, there is no hope” [283].
4.1 THE JOHANSSON BLOCKS AS AN ARCHETYPE
The remarkable attraction between highly polished metallic surfaces in Johansson blocks, so noticeable

as to be adopted by Feynman for pedagogical purposes, had actually been reported much earlier in a

paper read in 1840 at the British Association in Glasgow describing the Whitworth Measuring Ma-

chine, which led to a technological leap in the manufacture of “mechanical true planes” [2]. Whitworth

remarked in a footnote that “a simple and interesting experiment may be tried with a pair of true surface

plates. If one of them be allowed to slide on the other so as to exclude the air, the two plates are caused

to adhere together with considerable force, by the pressure of the atmosphere.” Such adhesion between

two surfaces, if “…perfectly dry, proves a high degree of truth, rarely attained” [3]. Since “it has been

well said that ‘a true plane is the foundation and source of all truth in mechanisms’” [2], Whitworth’s

intriguing observation appears to be the first conscious instance of a surface interaction between neutral

plates neither merely observed as a curiosity nor reported as a complication but instead put forth as a

test to monitor the “truth” of two plane surfaces being prepared in a highly accurate mechanical

manufacturing process.

The explanation provided by Whitworth for strong adhesion explicitly appealed, without further

proof, to the expulsion of the air cushion between the surfaces and to atmospheric pressure. That view,

of course, came from the authority of none other than Robert Boyle, the inventor of the vacuum pump

[1]. Boyle recalled that “it has been admired by very ingenious men that if the exquisitely polished

surfaces of two flat pieces of marble be so congruous to each other, that from their mutual application

there will result an immediate contact, they will stick so fast together, that he, that lifts the uppermost,

shall, if the undermost be not exceeding heavy, lift up that too, and sustain it aloft in the free air” [284].

Such experiments on cohesion were also known to Newton, who commented that “two polish’d Mar-

bles, which by immediate Contact stick together, are difficultly brought so close together as to stick”

[285]. As vividly described by Shapin and Shaffer in Leviathan and the Air-Pump within the complex

context of the fierce philosophical debate with Hobbes, Boyle conjectured that cohered marbles placed

within his vacuum chamber would “fall apart as the air’s pressure diminished” [1]. In order to test his

theory, he assembled an experiment still appealing even to modern eyes [286] in which a pair of already

cohered marble disks were lowered into the vacuum hanging from a string while the chamber was being

evacuated and he waited for the bottom marble to just fall off. Despite the presence of an additional

weight attached to the bottom marble, “to facilitate its falling off,” the marbles did not separate. Im-

portantly, Boyle did not conclude that adhesion is due to forces between the surfaces independent of air
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pressure. As with other famous observations contradicting an experimenter’s prejudicial expectations

throughout the history of science, Boyle concluded that his own remarkable experiment had actually

failed due to the presence of residual air caused by a leakage.

Two hundred years after Boyle, the role of atmospheric pressure was explicitly disproven by John

Tyndall as reported to the Royal Institution of Great Britain on 4 June, 1875. In his experiment, “two

exceedingly accurate hexagonalWhitworth planes remained adherent in the best vacuum obtainable by

a good air-pump…The lower plate weighed 3 lbs., and to it was attached amass of lead weighing 12 lbs.

Though the pull of gravity was here thirty times the pressure of the atmosphere, the weight was sup-

ported. Indeed, it was obvious when an attempt was made to pull the plates asunder, that had a weight of

100 lbs. instead of 12 lbs. been attached to the lower hexagon, it would also have been sustained by the

powerful attraction of the two surfaces” [287]. Just as Newton had observed the varying colors emerg-

ing from two glasses pressed together [285] (Book II, Obs. 4), Tyndall caused two very smooth glasses

to cohere similarly to metallic Whitworth plates and he pressed them together with calipers. Upon il-

luminating the stack with bright light, colors reflected on a white screen “passed through various

changes. When monochromatic light was employed, the succession of light and darkness were numer-

ous and varied, producing patterns of great beauty.” From these observations, he concluded that

“…though in such close mechanical contact, the plates were by no means in optical contact, being sep-

arated by distances capable of embracing several wave-lengths of the monochromatic light” [287]. This

may have been the first report of interferometric methods being used to monitor the distance between

two boundaries in a surface force experiment.

The technological background at the end of the 19th century was one of significant evolution driven

by the requirements of a few industries in need of high-precision machinery, particularly small arms

manufacturers [288]. At this time, Carl Evard Johansson, at the Eskilstuna rifle factory in Sweden, de-

veloped the gauge blocks for which, in 1898, he filed for his first Swedish patent, whose granting in

1908 required the personal intervention of the Swedish royal family (No. 17017, “Gauge Block Sets for
Precision Measurement”). That invention consisted of a set of 102 accurately machined steel blocks

that could be arranged in any combination to yield 20,000 different measurements between 1 mm and

201 mm in increments of 0.01mm [7, 289]. The idea of a “combination gauge block set” capable of

yielding a very large number of lengths with a small number of gauges was of critical importance dur-

ing the transition frommanufacturing the Remington rifle to tackling themore complex 6.5mmMauser

rifle, which Johansson had seen required thousands of gauges at the Mauser works in Oberndorf. That

first patent made no mention of wringing the gauges together, a phenomenon that Johansson may have

first experienced only in 1900 when he found that “two lapped gauges that were tightly stuck together

would not separate when they were accidentally dropped” [7]. However, “the fact that finely lapped

gage blocks adhere, or ‘wring,’ made the system both possible and practical” [4]. The importance of

this later development is perhaps best captured by a stunning demonstration given by Johansson at an

engineering conference in Stockholm in 1917. A photo from the event shows a string supporting two

gauge blocks wrung together and two large 100-lb lead weights hanging from the lower block [7]

(Fig. 2, therein).

This facet of the Johansson gauge block story represents a first important thread to analyze the tech-

nological role of dispersion forces. Possibly for the first time in the history of technology, a new device

was made “both possible and practical” by the judicious inclusion of surface forces as part of its design.

As documented in many remarkable photos since the early days of this invention till the present, the

enduring success of Johansson’s idea entirely depends on the fact that, in capable hands, even two
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dozen gauge blocks can be connected together in one stable unit for as long as needed to provide an

extremely accurate measure of length. This fact is neither a trivial scientific curiosity nor an inconve-

nience to be avoided. On the contrary, “the primary attribute of gauge blocks is that they wring

together” [6]—a unique, advantageous feature made possible by a conscious application of dispersion

forces to the solution of a specific engineering problem. As such, dispersion forces, engineered to be an

integral part of the Johansson block set, represented a “radical novelty” as defined by RHM.

A second thread worthy of our attention is the fact that, although the surface forces involved are

central to Johansson gauge block operation, they were—and are—not yet completely understood from

the fundamental physical standpoint. The studies by Tyndall were the beginning of a long and still

ongoing effort [290–292] to fully clarify the contributions of the various mechanisms believed to lead

to the adhesion of gauge blocks, whose longevity as an international length standard has caused them to

be recently referred to as a “zombie technology” [6]. For instance, the role of liquid films on the facing

surfaces was first highlighted by Budgett, who, in 1912, concluded that film interaction completely

dominates over direct intermolecular forces between metallic surfaces [293, 294]. Indeed, in the foot-

steps of Robert Boyle’s moistening the facing surfaces with alcohol [1], Rolt and Barrell chose to de-

fine “wringing” as “the operation of bringing two surfaces into intimate contact with the aid of a minute

trace of liquid” [295]. However, attempts to measure the thickness of the “wringing film” yielded a

negative value [296] thus indicating that “the actual metal surfaces come into contact” and “there is

no liquid film effectively separating the surfaces” [297]. Despite the use of interferometry [298]

and atomic force microscopy [299] to solve the problem, probably the best characterization of the pre-

sent status of research comes from a recent assessment by Doiron and Beers (NIST): “Unfortunately for

those wishing tidy solutions, the field has not progressed much since 1912. The work since then has, of

course, added much to our qualitative understanding of various phenomena associated with wringing,

but there is still no clear quantitative or predictive model of wringing film thickness or its stability in

time” [5]. This lack of full theoretical understanding, however, did not stop the market success of

Johansson’s invention. In general, “for retrospective analyses, the evaluation of uncertainty and am-

biguity remains largely unexplored in scientometric studies” [44] but we shall argue that the evidence

from literature of dispersion force engineering displays this attribute in all applications as exemplified

in this archetype.

Although here we do not devote ourselves to a full review of gauge block market evolution since the

patenting and introduction of this product, all available historical information supports the claim that

the adoption of gauge blocks took place at a relatively high growth rate [4, 6, 7]. As we shall see, other

market products—so far relatively few—enabled by dispersion force engineering have shared similar

qualitative evolutions and the pace of inclusion of dispersion forces within existing or proposed prod-

ucts displaying radical novelty and prominent impact is rapidly growing. Evidence that dispersion force

engineering displays the attribute of coherence will be presented in connection, where possible, with

similar evidence for its tracer products [300].
4.2 THE ATOMIC FORCE MICROSCOPE
A remarkably significant example of the enabling characteristics of dispersion force engineering in

modern times is represented by the atomic force microscope (AFM, see Ref. [301], Part C), which

earned Binnig and Rohrer a share of the physics Nobel prize in 1986 [302]. Unlike the scanning

tunneling microscope (STM)—based on electron current tunneling between a tip and the sample
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[303, 304]—the AFM is based on tip-sample forces. Although initially operated mainly in static

contact-mode [302, 305, 306], noncontact-mode AFM techniques were quickly introduced along with

the need for realistic modeling of long-range van der Waals forces and probe geometry, which play a

key role in tip-sample interactions [307–311]. The AFM—employed, for instance, in dynamic

amplitude- or frequency-modulated mode (AM-AFM or FM-AFM)—operates in the presence of

long-range atomic forces, which represent a limiting performance factor [306]. Therefore

“manipulating dispersion forces to achieve a causally quantifiable success” (Section 4) becomes im-

perative to an effective operation of the AFM. Given the breadth of the subject, here we just provide a

few elements pointing into the direction of future investigations into scanning probe microscopy ap-

plications as embodiments of this emerging enabling technology. An explicit statement of that role is

that by Hutter and Bechhoefer, who stated that “If only short-ranged forces existed, the AFM would

operate exactly as the STM does—through a single atom—and one would expect to achieve the same

resolution (without the STM’s restriction to conducting and semi-conducting surfaces). However, the

presence of long-ranged interactions such as the van der Waals (vdW) force, leads to a very different

imaging scenario in which the macroscopic tip radius controls the imaging resolution” [312]. From this

point of view, fascinatingly, the AFM represents a microcosm of the overall history of dispersion force

engineering. On the one hand, since “the van der Waals forces cannot be switched off” [306], “the

undesired effects of long-ranged forces” must be negotiated. On the other hand, “vdW forces can

be measured using an AFM” [312], thus foreshadowing the role transformation of dispersion forces

from a limitation to an enabling opportunity stressed throughout this chapter.

The observation that the AFM, originally conceived for surface imaging, can serve as a unique

tool for the measurement of dispersion forces goes back at least to the original paper by Martin, Wil-

liams, and Wickramasinghe, who concluded that “simultaneous measurement of the peak van der

Waals force and profiling has been demonstrated” [307] and indeed Albrecht and Quate stated that

“Since its invention in 1985, AFM has been used to study attractive van der Waals forces …” [313].

Pursuit of this suggestion proceeded at an accelerated pace throughout the decade following the in-

vention of the STM and AFM [307, 312, 314–321]. It is within this background that we must frame

the presentation by Jordan Maclay et al.—intriguingly, at the aforementioned 1997 NASA Break-

through Propulsion Physics Workshop (Section 3.3)—of a paper titled “Use of AFM (Atomic Force

Microscope) methods to measure variations in vacuum energy density and vacuum forces in micro-

fabricated structures.”12 In that contribution, the authors explicitly justify the use of the AFM for

Casimir force studies in different geometries and presage many of the challenges identified later

for such an approach. They state: “Previous experimenters have relied on custom-made instrumen-

tation, with relatively large components to make measurements of the Casimir force in the parallel

plane configuration. With very few attempts made at measuring Casimir forces in other geometric

configurations, much of the theory remains unsubstantiated…The Atomic Force Microscope (AFM)

integrates a number of features essential for measurements of Casimir forces in the parallel-plate and
12The 1997 NASA Breakthrough Propulsion Physics Workshop was held 12–14 August 1997 (NASA/TM 1998–208400,
p. 5, see also Ref. [322]). Since Maclay’s contribution was not an invited paper (see Sec. 5.1 therein), it is not listed in that

same Report. However, the paper is listed in the Preliminary Report (NASA/TM–97-206241, Poster Papers, p. 4), dated
November 1997, and it appears in full in the Proceedings (NASA/CP–1999-208694, pp. 247–256). Notice that the front page
of this latest document, dated January 1999, incorrectly indicates the Workshop was held on 12–14 August 1998, one year

later than the correct date [123].
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in many other configurations” [123]. Shortly afterwards, the first data by Mohideen and Roy con-

firming the Casimir force in the plate-surface geometry by means of an AFM appeared—the begin-

ning of a lasting effort in this area by that group [323]. Working at 50mTorr pressure and at room

temperature, those authors reported that “the root mean square average deviation of 1.6pN between

theory and experiment corresponds to 1% deviation at smallest separation” [324], as previously dis-

cussed (Section 3.3).

The lack of mutual citation among various actors in these developments is so total as to be impos-

sible to ignore and, in part, has already been noticed. Kim and Schwarz, speaking of noncontact AFM

(NC-AFM) and Casimir force research practitioners, remarked: “…there has been no tangible effort

thus far to bring together the two communities in a science meeting for discussions on the unified

theme. This divergence, which grew rampantly over the past decade, is most likely to stem from a stark

difference in attitude toward the core subject matter—amicroscopic, materialistic approach adopted by

the NC-AFM community versus a macroscopic approach favored by the Casimir community, which is

geared toward a verification of quantum vacuum phenomena that are referred to as the ‘Casimir

effect’” [325]. However, this hardly explains the fact that, to the best of this author’s knowledge,

the paper by Maclay et al. seems unknown to authors of Casimir force measurements (it only appears

cited by De Los Santos; see, for instance, Ref. [326]) including, particularly, Mohideen and Roy. This

silence is all the more surprising, indeed ironic, as it was confidently reported about the 1997 NASA

Breakthrough Propulsion Physics Workshop that “More conventional scientists decried the channeling

of NASA funds to a meeting where real science was lacking” [134]—a blanket negative assessment

that should imply deep awareness by the mainstream of all presentations made at that controversial

event. Characteristically, however, that same paper by Maclay et al. cites no literature about the

AFM including, of course, AFM applications to van der Waals force measurements. Unsurprisingly,

as one would expect from the observation of Kim and Schwarz, Mohideen and Roy make no effort to

mention even the existence of a state of the art in van der Waals force measurements with the AFM at

the time of their first publication. This approach applies also to later extensive, chapter-length reviews

written over a decade after the first paper by that group (see Ref. [323], Section 19.2, which preserves

the same language as in their earlier review, Ref. [327], Section 6.4). Finally, as already mentioned

herein and previously [43], the 2007 review by Lamoreaux covering 60 years of theoretical and exper-

imental work in Casimir force physics bears no sign of any AFM activity despite earlier mentions by the

same author (see for instance Ref. [328]).

Overall, it is only through laborious historical research conducted by this author to “extract meaning

against the grain of the documentation” [220], that these complex, contradictory, and misleading frag-

ments of information emerged. As already remarked in the past by the present author, Parsegian dis-

played “remarkable acumen” [43], when he observed: “The van der Waals interaction story is an

excellent subject for scientific historians. Think of the elements…Disjunction among disciplines:

Physicists with their ‘Casimir Effect,’ chemical engineers and physical chemists with their ‘DLVO

theory’ and terror in many of tackling abstruse physics, lack of interest by most parties in each others’

motivating questions (DLVO¼Derjaguin, Landau-Verwey-Overbeek).” (Ref. [329], p. 349) Both Par-

segian and Kim and Schwarz choose to describe these events in abstract terms attributing them to

“divergence” or “disjunction,” among disciplines. However, one must question to what extent such

breath-taking noncitation practices are due to lack of knowledge of the state-of-the-art in one’s own

field, or to the natural effect of scientific subcultures impermeably insulated from one another, or

to individual strategic choices aimed at controlling the narrative of discovery (Section 3.6).
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The most recent evolutionary stage in the unfolding story of dispersion force engineering as an

EEGPT applied to the AFM is the appearance of applications in which van der Waals forces become

critical not just to surface imaging or fundamental metrology but to actual manipulation on the atomic

scale. As lucidly articulated, for instance, by Fukuda, Arai and Dong: “Nanomanipulations were en-

abled by the inventions of scanning tunneling microscopes (STMs), AFMs, and other types of scanning

probe microscopes (SPMs) …The main problem is how to achieve the control of the interactions be-

tween the tool and object and between the object and substrate.” One strategy “…is to modify the van

der Waals and other intermolecular and surface forces between the object and the substrate. For the

former one, an AFM cantilever is ideal …” [330].

While again leaving a more detailed analysis of this phase to later work for reasons of space, pro-

gress in this new subfield has been extremely rapid [331]. As early as 1990, the possibility to position

individual atoms by exploiting van der Waals and electrostatic tip-sample forces in an STM was fa-

mously demonstrated by writing the acronym IBM with precisely arranged xenon atoms on a nickel

surface [332]. Avouris describes the approach: “The forces, even the weak van der Waals force, be-

tween tip and sample can be controlled and used to move atoms or molecules laterally on a surface.

This process is usually referred to as “atom sliding” [333]. The challenges of manipulation on the nano-

scale had already been predicted by Feynman (Section 1): “After you have made a part and you unscrew

the nut from a bolt, it isn’t going to fall down because the gravity isn’t appreciable; it would even be

hard to get it off the bolt. It would be like those old movies of a man with his hands full of molasses…”

[8]. Such a vision is now stunningly being rediscovered by direct experience: “When handling a micro

object with a gripper, it is easy to pick up by gripping, but the release process will often be disturbed by

adhesion. When designing a microgripper for handling micro objects, the van der Waals forces should

be considered carefully…” [334]. Just as illustrative examples, we recall that the AFM has been used to

manipulate multiwalled carbon nanotubes (MWCNTs): “Specifically we can bend, straighten, trans-

late, rotate, and—under certain conditions—cut nanotubes,…” in which case “The interaction between

nanotubes and the surface is crucial” [335]. Successful nanostructure assembly based on combining use

of the AFM (possibly along with scanning electron microscope, SEM) with dispersion force engineer-

ing strategies, typically within the additive approximation, has been reported [334, 336, 337]. Appli-

cations include, for instance, controlled placement of individual nanotubes [338], nanotube

nanotweezers [339, 340], “pick-and-place” polystyrene beads and nanotube picking and bending

[341], nanorobotic haptic interfaces [342, 343], use of dispersion forces as a bonding agent in various

connecting configurations [344], MWCNT shell extraction [345, 346], and adenovirus manipulation on

solid surfaces in nanomedicine [347]. Also, MWCNTs were “stretched using a microprobe system in a

scanning electron microscope…and fabricated into atomic force microscopy probes.”

As engagingly told by Mody, the epilogue of this remarkable story is that “Today, the scanning

tunneling microscope and the atomic force microscope are the multimillion dollar darlings of the nano-

technology boom” [348, 349]. Although far more forensic research is needed to tease out the fraction of

that market value directly or indirectly connected to the enabling role of dispersion force engineering, it

is clear that such a share will dramatically increase due to future uses of the AFM. An interesting ex-

ample is the recent report of a microelectromechanical system (MEMS) implementation of the AFM

[350, 351, 352] available as a commercial product under the name of nGauge AFM from ICSPI [353], a

spinoff of the University of Waterloo in Canada, which represents one significant next step towards the

full integration of traditionally macroscopic instrumentation into the nanoscale domain. Developments

such as this are consistent with the view that MEMS AFM approaches, on-chip Casimir force
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experimentation, and nanorobotic actuation are on a rendezvous course to enable future applications

made possible by dispersion force engineering, which would otherwise be inaccessible [57, 58, 241,

354–361].
4.3 GECKO GLUE PRODUCTS
One of the most spectacular demonstrations of dispersion force engineering as an EEGPT to ever

emerge is that of adhesives, variously referred to as gecko glue or gecko-inspired glue. These adhesives

were developed in the aftermath of the discovery that the remarkable climbing abilities of the tokay

gecko (Gekko gecko) are due to van der Waals forces between the hairlike structures on the gecko

toe pads, referred to as setæ, and the climbing surface [233]. As popularized by Autumn in a beautifully

illustrated article in American Scientist, “Theoretically, the 6.5 million setæ on a tokay gecko could

generate 1,300 newtons of shear force—enough to support the weight of two medium-sized

people—based on measurements from single setæ” [362]. Additionally, structure geometry and hier-

archy play a critical role in the self-cleaning and quick release properties of the gecko pads that allow

for continued directional adhesion effectiveness and extremely high speed in vertical climbing [363].

Autumn et al. concluded: “Although manufacturing small, closely packed arrays mimicking setæ are

[sic] beyond the limits of human technology, the natural technology of gecko foot-hairs can provide

biological inspiration for future design of a remarkably effective adhesive” [233]. Two decades later,

the progress made in successfully fabricating gecko-inspired directional adhesives based on sophisti-

cated artificial nanostructures [364–368] is well illustrated by large weights hanging from very small

adhesive pads attached to vertical surfaces [369]—a contemporary reminder of the capabilities of

Johansson’s blocks demonstrated early in the 20th century (Section 4.1).

Two observations on the existing literature in this field are in order. Firstly, yet another example of

the casual manner in which the integrity of literary evidence is silently, slowly eroded in scientific cir-

cles to eventually fit it into a desirable narrative is the text quoted [370, 371] by Autumn et al. and

attributed to Aristotle in his History of Animals, in the translation by Thompson. They state: “Over

two millennia ago, Aristotle commented on the ability of the gecko to ‘run up and down a tree in

any way, even with the head downwards’” [371]. Actually, Thompson has: “The woodpecker does

not squat on the ground, but pecks at the bark of trees to drive out from under it maggots and gnats;

when they emerge, it licks them up with its tongue, which is large and flat. It can run up and down a tree

in any way, even with the head downwards, like the gecko-lizard” (Ref. [372], Book IX, Part 9). Sub-

stantially identical words (“ …like the gecko”) are used in the translation by Cresswell (Ref. [373],

Book The Ninth, Chapter X), also confirmed by the Greek original. In this case, this unnecessary mis-

quotation13 reinforces the image that Aristotle would have devoted significant effort to elucidating the

mysterious climbing abilities of the gecko, whereas in fact those were only used in passing as a term of

comparison with the agility of the woodpecker. Furthermore, since the woodpecker achieves his climb-

ing feats by ordinary anatomical means, as do most lizards, this text actually indicates that Aristotle

attributed the climbing abilities of the gecko to smaller-scale features similar to those of the
13Although this criticism may appear fastidious and the quoted version may even feel “improved” to some, the Chicago
Manual of Style states (11.6): “Accuracy. It is impossible to overemphasize the importance of meticulous accuracy in quoting

from the works of others” [374]. Recommendations on this issue in the The MLA Handbook for Writers of Research Papers
[375] and the Publication Manual of the American Psychological Association are even stricter [376].
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woodpecker and not to surface forces. Indeed, notice that still in recent times, even after the conclusive

discoveries by Autumn et al., the setæ have been incorrectly described as “hooklike” (Ref. [377], foot-

note 2 therein). Even more importantly, the connection between this text and any modern understand-

ing of interatomic forces must reckon with the fact that Aristotle was, at least apparently, not an atomist

although this subject is quite complex from the interpretative standpoint [378–380]. Hence the unspo-
ken suggestion that Aristotle would have had any early intuition of adhesion mechanisms in geckos is

absolutely unjustified, as shown by the fact that all other references to that species in the History of
Animals do not discuss this issue. Some careful science and technology authors have detected this dis-

crepancy and restored Thompson’s exact words and textual intent by accurately stating only that “the

Greek philosopher Aristotle first coined the phrase ‘ …like the Gecko-lizard’” [363]. Of course, the

climbing abilities of geckos and lizards in general were well known earlier than Aristotle and are a

frequent, highly symbolic feature in surviving classical art [381].

Secondly, an analysis of the typical descriptions of gecko toe pad adhesion physics at the founda-

tions of these novel nanomaterials quickly reveals the persistent confusing contradictions already dis-

cussed (Section 3.1) [135]. For instance, Autumn and his group never once use the adjective weak in
reference to van der Waals forces in the works cited herein [233, 362, 370, 371]. On the other hand, one

does not have to look far to rediscover such a term elsewhere. For instance, Valdes states that spatulæ

“…are held to surfaces by van der Waals attractions, generally considered to be fairly weak intermo-

lecular forces” [382]. Similarly, Greiner comments, “However, as the van derWaals forces are about as

weak as they are omnipresent, the gecko must rely on having between 50 and 500 million spatulae on

each toe pad” [363]. Kundu elaborates: “On an individual level, each of these hairs weakly interacts

with any surface through a small short-range electrostatic force known as a Van derWaals force. Work-

ing alone, one hair would be attracting the gecko’s foot to the surface with such a small force of at-

traction that it would fall straight off the ceiling. However in vast numbers, the individual weak

attractive forces between the hairs and the surface, and the inherent increased surface area of interface

between the gecko hairs and the surface add up to create a mighty grip for the gecko” [383].

These comments may point to confusion between the concepts of force and pressure.14 Autumn

describes his estimate of the maximum potential sheer force cited earlier as “based on measurements

from single setae” [362]. Hence the pressure is not at all small regardless of the “small force of

attraction” mentioned by Kundu. In practice, it is absurd to insist on being surprised and on character-

izing a sheer force able “to support the weight of two medium-sized people” as “weak.” The pressure is

relatively very large and, multiplied by the effective area, the macroscopic force is large. There is no

mystery. These unhelpful mischaracterizations are again reminiscent of the confusing title of the cited

New York Times article, “A Tiny Force of Nature Is Stronger Than Thought” [135].

Further proof of the dominance of dispersion forces in appropriate regimes is that, just as Autumn

had foreseen [362], the availability of dry adhesives has led to the development of robots, such as Stick-

ybot and Waalbot, shown effortlessly climbing vertical glass surfaces [389–392]. A stunning
14It is important to point out the existence of inconsistent definitions in the literature of the van der Waals force as both long

range [384, 385] and short range [386, 387]. Indeed French et al. explicitly commented that “…the distinction between long

and short ranged nanoscale interactions is blurred and to some extent idiosyncratic, manifesting itself clearly only at the upper

end of the nanoscale or even after entering the mesoscale, with a consequence that on the nanoscale long and short ranged

interactions appear to be equally important and difficult to distinguish. Thus here too what constitutes a long range as opposed

to short range interaction depends primarily on the specific problem under investigation” [388].
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achievement has been the development of “…adhesive bearing structures…enabling a human to climb

vertical glass using an area of adhesive no larger than the area of a human hand” [393]. This remarkable

demonstration was quickly connected in international media coverage to the 2011 movie Mission:
Impossible—Ghost Protocol (Section 3.3), in which Tom Cruise climbs Dubai’s Burj Khalifa with

a pair of gloves [394]. Most significant from the standpoint of this chapter is the goal now in sharp

focus to employ dry adhesives in various space mission roles [395]. Possible applications include,

for instance, robot anchors to spacecraft for repairs or in unsafe environments [396–398], uncoopera-
tive space junk grappling [399], general object manipulation in microgravity [400], rendezvous and

docking, astronaut extravehicular activity (EVA), and in-space assembly [401].

Although dry adhesive technologies enabled by dispersion forces are a relatively new development,

the pace of technology transfer into the marketplace of products derived from these inventions is ac-

celerating. For instance, the just-cited article by Kundo in Forbes reports on Setex, described as

“leading the charge in dry adhesive technology,” aimed at a wide set of applications ranging from pack-

aging to medical prosthetics, and marketed by nanoGriptech, a spin-off company from Carnegie Mel-

lon University [383]. This chapter is not the venue for a review of trends in this industry, but all

available information indicates that more actors will enter this specialized subfield planning to capture

a fraction of the attractive international adhesive market value. Of special interest is the fact that dis-

persion force-enabled adhesives are not based on chemicals—although they require chemicals for

nanofabrication—so that environmental impact considerations are not an obstacle to their adoption

and they are not degraded in harsh environments such as outer space.
4.4 NONVOLATILE NEMS MEMORY ELEMENTS
A disruptive application now approaching market entry is the so-called nanotube-based nonvolatile

random access memory (NRAM), in which the attribute of nonvolatity is entirely enabled by a straight-

forward, yet elegant, dispersion force engineering strategy. In the originally proposed architecture

[234], equally spaced, parallel single-walled nanotubes (SWNTs) are in equilibrium suspended over

an identical grid of parallel nanotubes arranged perpendicularly to the former and resting upon a di-

electric substrate. By charging any two nanotubes, each belonging to one of the two grids, so as to

produce a mutually attractive electrostatic force, the suspended nanotube is deformed towards the other

perpendicular to it till it falls within the van der Waals attractive potential to a second position of equi-

librium and the two stick together, forming a junction point. This nanotube connection, which creates a

drastically lower value of the junction resistance, corresponds to an ON state that can be electronically

read. Upon producing a repulsive electrostatic force capable of overcoming the van der Waals attrac-

tion, the two nanotubes become again separated under the effect of their restoring tensile strain and the

junction resistance increases by several orders of magnitude, thus yielding an OFF state. Rueckes,

cofounder of Nantero, Inc. in 2001 [402], clearly explains in his PhD dissertation: “Qualitatively, bist-

ability can be envisioned as arising from the interplay of the elastic energy, which produces a potential

energy minimum at finite separation (when the upper nanotube is freely suspended), and the attractive

van der Waals (vdW) energy, which creates a second energy minimum when the suspended SWNT is

deflected into contact with the lower nanotube. These two minima correspond to well-defined OFF and

ON states, respectively; that is, the separated upper-to-lower nanotube junction resistance will be very

high, while the contact junction resistance will be orders of magnitude lower” [234, 403].
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Critically for our purposes in this chapter, “Once electromechanically switched, the SWNT fabric is

held in contact (and electrically connects) with the underlying electrode and van der Waals interactions

ensure that the switched bit state is stored. van der Waals interactions occur between any two materials

in close nanoscopic proximity and are independent of external or internal electrical power. For this

reason, NRAM is an intrinsically nonvolatile memory technology.” Also, “The memory elements

are naturally radiation hard, since energetic particles can not disturb the stored data. Moreover, the

microscopic mass of the fabric elements themselves make them highly resistant to mechanical shock

and vibration. In addition, the devices have experimentally exhibited a wide range of temperature

operation—from below room temperature to in excess of 200°C” [404].

Without specifically reviewing the merits of this particular nanoelectromechanical approach to

memory devices [405], here we mention three additional points. Firstly, the tortuous journey of the

NRAM from concept to the marketplace is an object lesson in the harsh realities of any such technology

transfer initiative [406]. Technologically, this has included the uphill battle to scale a fascinating single

memory cell experiment [234, 403] up to practical level densities [407, 408]. From the business stand-

point, the Nantero story—a veritable odyssey [409] stretching over almost two tormented decades

[402]—has been summarized as follows by Chris Spivey: “The long runway for NRAM and Nantero

can be seen as a feature and not a bug.” (quoted in Ref. [409]). Secondly, the trajectory followed by

Nantero and its proprietary technologies was detected relatively early and followed through sciento-

metric methods [406, 410], thus yielding an increased understanding of the manner in which to apply

such novel techniques to describe the evolution of dispersion force engineering as presently being pur-

sued by the present author.

Finally, purely from the classical mechanics standpoint, the fact that “a revolutionary approach”

and “an unconventional memory architecture” [403] could be conceived by building upon the interplay

of dispersion, elastic, and electrostatic forces should be considered within the more general context of a

wide class of dispersion force-enabled systems that, although in very different physical implementa-

tions and on vastly different length scales, display analogous behaviors. For instance, as far back as

1983, in a qualitative analysis of the dynamics of his well-known, idealized charged “spiral” under

the action of those same three forces, Robert Forward had noticed that “This electrostatic suspension

system is unstable” (Ref. [100, 411] and discussion in Ref. [61], Section 27.2). Over a decade later, in

their widely cited analysis of a harmonic oscillator under the effect of an additional Casimir force

(anharmonic Casimir oscillator, ACO), Serry, Walliser, and Maclay identified two positions of equi-

librium for the system—one stable, at relatively large separation between the interacting bodies, and a

latter one unstable, at closer range and leading to surface contact, respectively [101]. The authors com-

mented that “Any separation state, along with the contact state of an ACO device, may define an ‘open’

and the ‘closed’ states, respectively, of a Casimir switc. [sic] The switching of an ACO device between

its open and closed states may be accomplished by…introducing additional forces into the system…

The additional forces may be electrostatic, mechanical, pneumatic, etc.” Interestingly, they later con-

cluded that “…at least one of the two switch positions in a functional Casimir switch may be main-

tained with no electric power required” [101]. These statements foreshadow the use of electrostatic

forces to switch between the ON and OFF states in the NRAM and the assessment that “the nonvolatile

nature of our devices is preferable from the standpoint of power consumption and corresponding heat

dissipation as compared to dynamic RAM, which must be continually refreshed” [234]. Indeed, the

principle of this invention cleverly turns a particular mechanism of nanostructure stiction, typically

described as undesirable, into a key strategy without which the device could not operate as designed.
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A related system is that of an AFM cantilever [412–414], under the simultaneous action of the same

two forces as in the ACO, which also displays bistability with equilibrium positions at different ranges

between the probe and the surface (see Ref. [415], Fig. 5, and Ref. [416]). The additional effect of

electrostatic forces on cantilever dynamics has been extensively considered [417–419] also in view

of its effect in properly interpreting AFM data in Casimir force experiments [420].
4.5 REPULSIVE CASIMIR FORCES
The model inventions discussed so far can arguably be considered as technology-push applications of

dispersion force engineering within their respective historical frameworks. In the last two sections, we

analyze the implementation of—primarily—market-pull applications in the sense defined previously

(Section 3.7) of a “new technological means for enhancing a firm’s performance” [235] and a new

approach to “create important refinements or improvements in existing technologies” [238]. As our

first example, the leading R&D motivation is the goal of drastically reducing the magnitude of disper-

sion forces or even to transform them from attractive to repulsive as an obvious “anti-stiction” strategy

[239]. Some additional reflections on potential technology-push applications in this area are also

presented.

Historically, realization that, unlike suggested by common experience with adhesion, dispersion

forces can be repulsive emerged from independent lines of inquiry corresponding to different physical

mechanisms behind this phenomenon. Possibly the earliest suggestion in the literature goes back to

none other than Hamaker who—well before the developments by Casimir and Polder—predicted that

repulsion in the unretarded regime might result from the interplay of properties in the case of two dif-

ferent interacting materials immersed in yet a different fluid: “The London–van der Waals forces be-

tween two particles of the same material embedded in a fluid is always attractive, provided there is no

marked orientation of the fluid molecules. If the particles are of different composition, the resultant

force may be a repulsion.” (Ref. [16], p. 1069) A second mechanism emerged a few years later—again

before the development of the theory of retarded dispersion forces—as Axilrod and Teller proved that

three identical atoms, although interacting pairwise via the ordinary attractive unretarded van der

Waals interaction, can experience repulsive forces depending on their mutual geometrical

position—a clear demonstration of the nonadditivity of such interactions [421]. Finally, a third system

in which unretarded repulsive van der Waals forces were found to appear is that of an electrically po-

larizable atom interacting with a magnetically polarizable one [422–424].
Corresponding behaviors can be identified within the retarded regime. For instance, after the Lif-

shitz theory [94] was generalized to two semiinfinite slabs separated by a liquid gap medium, Dzya-

loshinskii, Lifshitz, and Pitaevskii—while acknowledging and critiquing some of Hamaker’s

conclusions (see Ref. [96], footnote on p. 164)—again pointed out that if, and only if, the two slab

media are different, under some simple conditions to be satisfied by the dielectric functions of all me-

dia, the dispersion force can be repulsive [96, 97]. As regards the role of geometry, fascinating results

were later discovered—to Casimir’s enduring disappointment [32]—as the self-stress of a perfectly

conducting shell was proven by Boyer to be positive [425]. This conclusion invalidated Casimir’s

own “admittedly very crazy” [426] model of the electron, speculated to be held together against self

repulsion by attractive Casimir forces, which instead turned out to be repulsive. As regards our third

system, Farina et al. have recently pointed out that, as a consequence of the unretarded repulsive force

between an electrically and a magnetically polarizable atom, “two macroscopic bodies, one made of an
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electrically polarizable material and the other made of a magnetically polarizable one, will repel each

other” [423]. Indeed the repulsive interaction between an infinitely conducting and an infinitely per-

meable slab had been first calculated by Boyer by a remarkable application of SEDmethods stimulated

by correspondence with Casimir himself (Ref. [427], see also Ref. [428]).

This unpredictability of even such a basic feature as the algebraic sign of dispersion forces was cited

by Elizalde and Romeo, in a section of their paper titled “The mystery of the Casimir effect,” (see

Section 3.1 herein for more on the Casimir effect as a “mystery”) as one fundamental reason that

the Casimir effect is “…less understood now than it was 40 years ago.” Those authors, writing in

1990, unequivocally state that “Unlike the van der Waals forces, which are always attractive, the ones
appearing in the Casimir effect can be either attractive or repulsive.” (my italics, Ref. [429]) This cu-

rious statement, obviously wrong in light of the many results in the unretarded regime already known at

that time, may be understood within its historical context by an observation made less than a decade

earlier by Visser: “Still, the idea of repulsive van der Waals forces has not generally been accepted…

The main reason why people did not immediately accept the idea of negative Van der Waals forces or,

in terms of material properties only, the concept of negative Hamaker constants, is the difficulty to

visualize the concept and the lack of clear experimental evidence” [430]. Somewhat ironically, the

same three-body system introduced by Axilrod and Teller [421] was later employed by Farina, Santos,

and Tort in their pedagogical paper, A simple way of understanding the nonadditivity of van der Waals
dispersion forces. Again working in the unretarded regime, they concluded that their result, “depending

on the geometrical arrangement of the oscillators, may yield an attractive or a repulsive

contribution” [431].

In fact, studies in the field advanced so rapidly as to warrant the Symposium on Negative Hamaker

Coefficients and Repulsive van der Waals Interactions held in Las Vegas in 1980 [430] and a two-part

follow-up review by Visser that appeared as early as 1981–1983. In the first part of that report, the

author claimed that, although Hamaker had indeed made the comment we quoted previously, he

had not derived any detailed quantitative conditions for repulsive forces to occur15 and that, “after

a detailed study of van der Waals forces in general, the author came to the conclusions [sic] that in
the case of a three-component system, the corresponding Hamaker constant A132 could attain a neg-

ative value” [430]. Visser related that, after his own first report on the subject [433], he had learned of

the earlier specific theoretical prediction of a negative Hamaker constant for the (PTFE)-glycerol-iron

system16 by Fowkes [435] although he claims to have announced the first experimental observation in

PTFE-water-graphite secured by Smith on Visser’s request, which, however, appears to have remained

unpublished [430, 436]. Such early discoveries were then followed by systematic theoretical and ex-

perimental studies by Neumann, Omenyi, and van Oss [437, 438].

Experimental evidence during this early phase was unavoidably indirect and connected to

observations of such macroscopic properties as stability of suspensions and contact angles [439–443].
However, writing with van Oss, Absolom, Omenyi, and Neumann in 1983, Visser could state matter-

of-factly that “There are many applications in which, knowingly or (often) unknowingly, one uses

negative Hamaker coefficients to achieve separation” [444]. The invention of the AFM (Section 4.2)
15Milling later stated that Visser “derived an equation (implicitly mentioned by London)…” [432] although Visser appears to

consistently attribute [430] that early statement, also quoted herein, to Hamaker [16].
16A well-known trade name for polytetrafluoroethylene (PTFE)-based formulas is Teflon [434].
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changed everything by making it possible for the first time to directly demonstrate the occurrence of

repulsive dispersion forces at near range [432, 445–447].
As an indication of the market-push attribute of these activities (Section 3.7), it is appropriate to

notice that those latest developments were followed by an informative article in The Economist in
May 2008 devoted, in part, to “the idea that the Casimir effect may sometimes be repulsive. That would

knock the problem of stiction firmly on the head…” At press time, the Casimir force was reported to

only have been reduced but not reversed in sign, which “would be very good news for MEMS indeed”

[448]. In September 2008, a DARPA Broad Agency Announcement—somewhat confusingly titled

“Casimir Effect Enhancement (CEE)”—appeared with the “primary goal …to determine if it possible

to manipulate and to neutralize the Casimir force in an experimental system” [449]. More generally, the

aim of the program was “…to develop new methods to control and manipulate attractive and repulsive

forces at surfaces based on engineering of the Casimir Force.”

In January 2009, a Letter in Nature reported that, again via an AFM approach, earlier results had

been extended to the retarded regime by Munday and Capasso with the successful measurement of the

Casimir-Lifshitz (C-L) force between a gold sphere and a silica surface submerged in bromobenzene

[240, 241]. Furthermore, strategies were discovered involving boundaries with nontrivial geometries

separated by empty space, that is, without the need to involve a third medium in the gap. In June 2008,

following up on earlier studies of the Casimir force between corrugated surfaces [450, 451], an ap-

proach based on a “zipperlike, glide-symmetric structure formed of interleaved metal brackets attached

to parallel plates” was predicted to yield both attractive and repulsive forces depending on the distance

between the interacting surfaces [241, 452].
4.6 CASIMIR FORCE COMPUTATIONAL TOOLS
As a second example of a market-pull application, we consider the ongoing development of software

products aimed at enabling the user to characterize the effect of dispersion forces in arbitrary physical

systems, including of course those at the core of realistic micro- and nanomachines with a potential role

in the marketplace. This brief introduction serves not only as an illustration of the evolution of this

potential market but also as an initial orientation aimed at applied scientists and engineers working

in different fields who may need to employ dispersion force engineering in their own realistic appli-

cations. In keeping with the approach followed in this chapter, the discussion will be nonmathematical

although the references provided range from secondary school to a highly technical level.

The overarching motivation for work in this field is exemplified in a statement by the very authors

reporting the latter achievement described in the previous section: “Until recently, however, predic-

tions of Casimir forces in geometries very different from parallel plates have been hampered by the

lack of theoretical tools capable of describing arbitrary geometries, but this difficulty has been

addressed (in principle) by recent numerical methods” [452]. This is an extremely important observa-

tion showing the critical role now played in R&D by this novel software engineering subfield, which we

refer to herein as computer-aided dispersion force engineering (CADFE).

In order to understand the fundamental role played by such computer-aided analysis tools, let us

recall that, in both scientific and engineering practice, the need is ever present to quantitatively model

the behavior of any system under study before it is manufactured and deployed [453, 454]. Such a pro-

cess, which often involves vastly different areas of physics interacting simultaneously to determine

device performance [455], ultimately consists of finding accurate solutions to a possibly very large
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number of potentially demanding mathematical problems. It is sometimes not sufficiently appreciated

that, even for relatively simple systems, it is rare to be able to exhibit analytical solutions to realistic

problems, that is, exact expressions capable to yield all dependent, unknown variables for any given

arbitrary values of the independent variables. If providing an analytical solution is either impossible or

impractical, a numerical solution may be sought.17

A wonderfully entertaining, short introduction to numerical strategies is provided in Feynman’s
Lectures on Physics, wherein it is shown that an approach, now referred to as the leapfrog method

[460], recovers already known analytical solutions for the elementary mass-spring system, in which

the elastic force is linearly proportional to displacement (Refs. [461, 462], Ch. 19, and [463],

Ch. 15), and for an interesting gravitational two-body problem—the motion of an object around the

Sun (Ref. [9], Sections 9.5–9.7; also reproduced in Ref. [464], Chapter 9, Advanced Topic 2). These

are examples of initial value problems [465], that is, the determination of the position and velocity of

the moving mass at any required final time if the position and velocity at an initial time are given. In the

simplest possible terms, the algorithm in these two dynamical examples is based on dividing the time

span between the initial and the final time into relatively small time steps (time discretization) during

which the force on every planet due to all other planets and the Sun, and therefore its acceleration, are

assumed to be constant (as in the standard case of a projectile in free-fall near the ground). The system

is then advanced by a time step, after which velocities and positions are recomputed. This allows the

forces and accelerations to be updated at the new positions, and the process continues till the final time.

After such a consistency check based on comparisons with known analytical solutions, the Lectures
challenges the reader to leap into the unknown—armed only with a slide rule [466]—by calculating

the actual trajectories of the planets considering all mutual perturbations—an example of the fascinat-

ing gravitational N-body problem first attacked, unsuccessfully, by Newton and for which exact an-

alytical solutions are very few and rarely applicable to realistic cases [467].

As an alternative strategy, approximate analytical methods can be employed. As an elementary ex-

ample, let us again consider the mass-spring system but including also additional forces, referred to as

perturbations. These might be, for instance, forces describing friction depending on higher powers of

the speed of the moving mass through air or driving forces such as those caused by a child moving her

legs while sitting in a swing [468]. In all such cases, it may be possible to approximately solve the

problem in the assumption that the perturbation be, in some sense, “small” with respect to the elastic

force due to the spring, or that the time interval considered be not too “long.” The solution obtained

from this approach is again analytical—it provides an exact rule associating a position and a velocity of

the moving mass to a final time. However, the problem solved is not the original problem but another

that approximates it, sometimes improved by iteration (Ref. [469], Section 3.7), and that converges to it

in the limit in which the perturbation is negligible. Important questions to be addressed are whether the

approximate analytical solution well represents the solution of the original problem, the relationship

between numerical solutions of the exact problem and approximate analytical solutions, and estimates

of the “error” associated with either approach [459].
17A secondary school level example of such a situation is the quadratic equation, ax2+bx+c¼0, whose two solutions are well

known to be given by the exact expression, x1,2¼ (1/2a)(�b�√b2�4ac) [456]. If the highest power n of the unknown, xn, is
higher than n¼2, the process of exhibiting the algebraic solutions [457] is more laborious so that one often prefers seeking a

numerical solution even just for cubic equations (n¼3) [458]. For instance, if seeking real roots (i.e., without imaginary part),

this may be achieved by locating the intersections of the polynomial function with the x-axis (Ref. [459], Sec. 5.6).
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Although both numerical and perturbation methods may appear as only mere machinery to extract

answers to difficult problems, as the available technological resources rapidly improved in the 20th

century, it became understood that computing can, in itself, also represent a means for discovery.

The turning point in the development of the practice of “numerical experiments” is considered the

study by Fermi, Pasta, Ulam, and Tsingou (FPUT) [470] of a long chain of masses linked by springs

with forces not trivially linear as described in the Lectures but including also a weak nonlinear term

(Ref. [471], p. 565). The behavior of the FPUT system as elucidated by means of the then new

MANIAC I computer at LosAlamoswas very surprising and it represented possibly the earliest example

of scientific discovery enabled by simulations [472, 473]. Following usage of the term “synergesis” later

famously introduced by Ulam [474], this spurred research into the meaning of “computational

synergetics” [475], that is, “synergetic cooperation between a physicist and a computer” [476].

In addition to the initial value problem represented by Newton’s second law of motion with

Newton’s law of gravitation, there exist so-called boundary value problems [465], typical, for instance,

in classical electrostatics. A delightful introduction to these problems is the calculation of the electric

field of two square conductors kept at different potential and nested within each other provided in the

timeless Electricity and Magnetism volume of the Berkeley Physics Course. In this case, space is dis-

cretized by an appropriate choice of grid points and the potential at any point is determined by simply

iterating the process of averaging the potential values at the four nearest points to every point, updating

such values—unless they belong to the two conducting boundaries—and repeating the process till sat-

isfactory convergence is reached “using nothing but arithmetic” (Ref. [477], Exercise 3.76). Although

this method of relaxation was described by Gauss to Gerling as “a pleasant entertainment” that “…can

be done while half asleep, or while thinking about other things” [478], much can be done to further

improve the speed of convergence (Refs. [459], Section 19.5, [477], Exercise 3.77, and [479]), as also

pointed out by Gauss himself [480].

Despite the existence of a very extensive set of approximate analytical and numerical methods and

of hardware of ever-improving performance, a fundamental difference with respect to the problems just

described made dispersion force computations nearly impossible until very recently. This is due to the

nature of existing theoretical expressions for dispersion forces, which did not appear to simply allow for

numerical approaches. In general, the computation of the Casimir force between two boundaries is an

extremely complex mathematical endeavor allowing for exact analytical expressions only in a rela-

tively small number of cases not easily generalized to geometries of actual technological interest, in-

cluding, of course, the standard case of two perfectly conducting, infinite parallel planes first analyzed

by Casimir [19]. The situation changed in 2007 with the remarkable announcement of “a method of

computing Casimir forces for arbitrary geometries, with any desired accuracy, that can directly exploit

the efficiency of standard numerical-electromagnetism techniques” [481]. This development has

completely revolutionized the process of exploration of Casimir forces between objects in arbitrary

geometries, leading to discoveries that likely would have been impossible to make by means of approx-

imate analytical methods. Although the details are well beyond the scope of this review, since this ap-

proach leverages standard numerical-electromagnetism techniques, it is important to notice that

discretization is central to the resolution algorithm [481–483]. The connection between Casimir forces

and classical electromagnetism, however, is far deeper and it has been suggested that “…one approach

for discovering ‘interesting’ geometric Casimir effects is to first find an interesting electrostatic inter-

action, and then seek an analogous Casimir system” [484]. Finally, we remark that, as already dis-

cussed, both exact and approximate analytical methods still have much to contribute to elucidating

the behavior of dispersion forces in nontrivial geometries [329, 485, 486].
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The interest of the present author has focused on developing techniques that reflect the transparency

of the approaches exemplified by the pedagogical treatments presented in the Lectures and in Electric-
ity and Magnetism extended to the computation of Casimir forces. This research program consists of

identifying the “simplest” numerical algorithms able to converge to known analytical solutions (his-

torical details are in Refs. [487, 488]) also implemented in the MATHEMATICA system [489], and to

use such tools for further exploration [63, 490].

Future advances in this field from the standpoint of CADFE software development will likely focus

on the integration of the most sophisticated Casimir force numerical computation algorithms available

within existing or novel commercial M(N)EMNS design packages [491]. This applies not only to the

obvious need for stiction remediation but also to the deployment of strategies for the “direct dynamical

manipulation and control of semiconducting nanostructures” [108] based on employing Casimir forces

instead of, or in addition to, electrostatic interactions [492].

Early illustrations of the immense, largely untapped potential of CADFE as synergic tools for sci-

entific discovery applicable to future nanodevices—in the sense introduced by Ulam—are computa-

tions showing geometries for which the Casimir force becomes repulsive, as already discussed in the

previous section [241, 452]. Research in carbon nanotube (CNT) modeling by the finite-element

method (FEM)—already in wide use in engineering—has focused on multiwalled nanotubes

(MWNTs) and “Results suggest that the van der Waals forces play an essential role in the interaction

of CNTs, especially for MWNTs” [493]. The present author has pointed out several potential applica-

tions of dispersion force engineering in nanotubes emerging from a combination of appropriate geom-

etry and modulation strategies [60–62].
The strategic importance in the development of CADFE tools for R&D leading to the design of com-

petitive nanomachines is obvious [494] and some additional comments are offered in the next section.
4.7 VALUE CHAIN ANALYSIS, PROFIT POOLS, AND CHOKE POINTS
The representative inventions described so far naturally introduce us to value chain and profit pool anal-

ysis of companiesmanufacturing products potentially either enabled or enhanced by deploying dispersion

force engineering solutions. Although a full treatment of this novel strategic application is well beyond

the scope of this chapter, as a first step in this direction, it is useful to start from the definition of value

chain first introduced by Michael Porter in 1985: “Every firm is a collection of activities that are per-

formed to design, produce, market, deliver and support its product. All these activities can be represented

using a value chain…A firm’s value chain and the way it performs individual activities are a reflection of

its history, its strategy, its approach to implementing its strategy, and the underlying economics of the

activities themselves” (Ref. [495], p. 36). In 1998, Gadiesh and Gilbert introduced the strategy analysis

concept of “profit pool,…which can be defined as the total profits earned in an industry at all points along

the industry’s value chain” [496]. To produce a profit poolmap, those authors outlined a four-step process

[497] commencing with vertically disaggregating the industry and ending with a graphical representation

of its profitability structure [498]. In a typical map, such as “The U.S. Auto Industry’s Profit Pool,” all
pertinent value chain activities are arranged sequentially along the x-axis as segments of length corre-

sponding to their relative share of industry revenue whereas, along the y-axis, each block has a height

proportional to their operating margin (Ref. [496], p. 142; see also Ref. [498], p. 113). For instance, this

representation quickly reveals that, although “From a revenue standpoint, car manufacturers and dealers
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dominate the industry, accounting for almost 60% of sales,” in fact “Auto leasing is by far the most prof-

itable activity in the value chain” [496].

Our goal in introducing this tool in this chapter is twofold. On the one hand, “The profit-pool lens

can be particularly illuminating in industries undergoing rapid structural change. Such change, whether

triggered by deregulation or new technology or new competitors, always results in a shift in the dis-

tribution of profits along the value chain” [496] (my italics). Therefore, in reference to the cases dis-

cussed herein, the adoption of dispersion force engineering is expected to be a strategic choice within

the framework of the industrial developmental stage at the time that particular invention was, or will

shortly be, introduced. This hypothesis can be supported by historical value chain analysis comparing

the performance of different firms and markets also as a function of time, as already demonstrated in

follow-up studies [273, 499], to an oft-cited report by Lux Research [500], a research and consulting

company. On the other hand, on the strength of the evidence this strategy has paid attractive dividends

in the past, we intend to lay the foundations of a framework to show the adoption of dispersion force

engineering is a credible and promising winning strategy in several possible future applications. Of

particular interest in support of both aims is the concept, also introduced by Gadiesh and Gilbert,

of profit pool choke points, “particular business activities that control the flow of profits throughout

an industry” [496].

Especially applicable to our present treatment are three further clarifications also provided by

Gadiesh and Gilbert. Firstly, a choke point may arise, among other reasons, due to “the granting of

a patent for a core component of a product.” Secondly, “choke points can take many different forms

…in the personal computer business, Intel’s dominance of microprocessors has become an important

choke point.” Finally—and quite critically—“Choke points, it should be noted, do not always represent

major sources of profit in and of themselves, but they do always hold enormous strategic importance.

A company that controls a choke point can influence the distribution of profits among its direct com-

petitors and even among other, more distant value-chain participants. Much of Microsoft’s business is

built on the control of choke points. Its Windows operating system is a choke point for the computer

industry, and its Explorer browser is emerging as a choke point for electronic commerce” [496].

As a sketch of this approach applied to our archetype, one might conjecture that owning the patent

portfolio and know-how to manufacture wringing-capable Johansson blocks created a choke point in

the gauge industry. Although, to the best of this author’s knowledge, researchmust still be carried out to

extract historical data enabling one to build up gauge industry value chain and profit pool maps as func-

tions of time for various companies operating in the early 20th century, it is a reasonable working as-

sumption that the introduction of dispersion force engineering into the process of Johansson blocks

manufacturing led the company owning such intellectual property to being able to “control the flow

of profits” throughout that industry. As a purely general comparison, one might argue that revolution-

ary Johansson blocks enhanced by dispersion forces represented the same strategic value to the com-

panies involved as microprocessors did for Intel and the Windows operating system for Microsoft.

In the case of nanotechnology, a global analysis is obviously extremely complex including both

inter- and intrafirm links [274], but extensive results are available such as in the already mentioned

report [500] by Lux Research [501]. In that study, products are classified into four segments: nanoma-

terials, nanointermediates, nano-enabled products, and nanotools [273, 499]. Within this very high-

level classification, for instance, the AFM can be considered as a nanotool enabling the manufacture

of nanoproducts, as we already mentioned (Section 4) in relationship to the study by Youtie, Iacopetta,

and Graham [269], also citing the Lux Research report. If just considering the AFM, market segmen-

tation can then be represented at a much higher resolution by means of various sources of information
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[348] and the question can be properly posed as to what activities “are performed to design, produce,

market, deliver and support” a particular type of AFM. In terms of the Lux product classification, nano-

tools include “Inspection tools, Fabrication tools, and modeling software,” and they encompass

“Capital equipment and software used to visualize, manipulate, and model matter at the nanoscale”

[500]. As far as our own focus, this might include value-added processes specifically making use

of dispersion force engineering, such as force models implemented in data analysis software or pro-

prietary cantilever probe know-how. As stated by Gadiesh and Gilbert, although such factors may

not “represent major sources of profit,” substantial progress in these areas may have offered the op-

portunity to secure a profit pool choke point in that industry. In broader historical perspective, it is

useful to again recall the statement by Hutter and Bechhoefer that “If only short-ranged forces existed,

the AFM would operate exactly as the STM does” [312], so that the very invention of the AFM, in-

cluding the key role played by dispersion force engineering, may be considered as the creation of a

choke point within the nanotool chain.

Such brief and introductory considerations, both on the smaller scales of the industry to which an

invention belongs and on the larger ones of the broader markets that any such invention can disrupt,

can be adapted to the cases of newly available gecko glue products and of the presently developing

NRAM marketplace, both of which could be described as “turbulent industries” in the sense of Gadiesh

and Gilbert [496]. A useful analogy is provided by recalling (Section 4) that “Intel’s dominance of

microprocessors” [496] was in turn enabled by “the surging power of silicon” magnified “by wrapping

around the integrated circuits their own technical advances” [265]. Hence the strategic value offered by

microprocessors as a choke point was enabled by the development of semiconductor physics. Similarly,

the choke points represented, historically, by the Johansson blocks and the AFM and, in the near future,

by gecko glue and the NRAM are enabled by our developing understanding of dispersion force physics.

Therefore the acquisition of dispersion force engineering intellectual property, know-how, and processes

becomes a sine qua non condition to secure corresponding choke points on all market scales. An analysis

of this type can be carried out by entrepreneurs during business plan preparation as well as by investors or

company managers in need of actionable information to reach a decision about the strategic value of an

investment in a potential dispersion force engineering enabled technology (Section 3.7). It is to be

expected that, for companies such as the Eskilstuna rifle factory (Section 4.1), products closely linked

to dispersion force engineering may, by themselves, be identified as major sources of profit; for other

companies, on the other hand, profit flow control may be achieved by occupying choke points created,

as suggested by Gadiesh and Gilbert, through the creation of intellectual property creation later available

for licensing—the strategy reportedly being executed by Nantero [409].
5 AEROSPACE APPLICATIONS: THE FUTURE
Niels Bohr is famously reported to have stated that “It’s hard to make predictions, especially about the

future.”18 It is with this aphorism in mind that we consider, from an admittedly personal perspective,

the ways in which future dispersion force engineering-enabled space travel in general, and dispersion

force engineering-enabled spacecraft in particular, might affect the evolution of human activities ma-

tured from traditional technologies over the last six decades.
18This quote has a very long history of varied attributions with minor variations of form [502].
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First of all, the process of R&D in dispersion force-enabled devices is hampered by computing chal-

lenges. Although great progress has been made in reducing the problem to such a form that classical

electromagnetic approaches can be successfully employed [487], one is left speculating whether we

truly have the best possible algorithms for dispersion force computation. Substantial mathematical ad-

vances in this field would in turn enable the rapid exploration of completely unknown regions in

parameter space.

An enduring need in space technology is that of greatly improved inertial navigation sensors, which

are critical to the smart, self-navigating spacecraft of the future—whether deployed too far to receive

timely information from Earth or exploring the underground oceans of a remote moon. Progress in this

arena would also benefit such aspects of life on Earth as, for instance, search and rescue in GPS-denied

environments. From the business standpoint, it is rather straightforward to make the case that a break-

through in this area should be reasonably expected to generate attractive returns. Although it is quite

likely that any such sensors would operate on the nanoscale, the question is whether dispersion forces

can enable the desired disruptive performance improvements in such devices. The dependence of dis-

persion forces on a high power of the gap width is often cited as a reason for such an expectation [300]

but no disruptive products have yet been introduced that exploit this fundamental physics to achieve

revolutionary performance gains.

The issue of the relationship between energy and dispersion force physics is likely to remain critical

[61]. Without assuming any energy conservation violations, the possibility to store energy at extremely

high density does not appear to contradict other fundamental laws. Storing energy in the dispersion

force field neither requires exotic nor expensive chemicals but only, apparently, a clever management

of the geometry. Also, the interplay between electrostatic and dispersion forces typical of this approach

ensures that the process of discharge and recharge is not determined by chemical processes but is man-

aged by the user and that high-power densities can be achieved. Dispersion force manipulation on the

nanoscale also enables the actuation of nanotube cores, which is often cited as a critical element to drive

next-generation, gigahertz oscillators and nearly friction-free nanorobotic pistons.

As shown by the example of the AFM on a chip and the NRAM, the potential for unprecedented

integration of computing power, artificial intelligence (AI), robotics, ultrahigh energy storage, and

breakthrough inertial sensing on the nanoscale appears to be naturally enabled by dispersion force en-

gineering. Indeed, a nano-spacecraft embodying all such attributes, referred to as a “starchip,” has been

recently suggested as a realistic vehicle to achieve the dream of interstellar travel [503].

The inspiration provided by the few comments in this final section should make it clear that dis-

persion forces should no longer be described either as “weak” or as “a crazy idea.” The remarkably

enduring characterization of the Casimir effect as a “bizarre theoretical prediction” [504], already in-

consistent with experimental fact in the times of Boyle and Newton, is spectacularly contradicted by

recent footage of a human climbing vertically on glass; in addition, it does not reflect electrodynamics

as presently understood and it obscures the breathtaking, as yet largely untapped, technological poten-

tial of dispersion force engineering, which we have explored in this chapter.
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