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ARTICLE INFO ABSTRACT
Keywords: Attention deficit hyperactivity disorder (ADHD), a neuro-developmental condition, is characterized by various
Electroencephalography (EEG) degrees of impulsivity, hyperactivity, and inattention. Treatment of this condition and minimizing its negative
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Machine learning

Connectivity features

impact on learning, working, forming relationships, and quality of life depends heavily on the early identifi-
cation. The Electroencephalography (EEG) is a useful neuroimaging technique for understanding ADHD. This
study examines the brain activity of children with ADHD by analyzing the EEG signals using the intrinsic
time-scale decomposition (ITD). Different combinations of the modes, known as Proper Rotation Components
(PRCs), produced by ITD, are used to extract a variety of connectivity-based features (magnitude square
coherence, cross power spectral density, correlation coefficient, covariance, cohentropy coefficient, correntropy
coefficient). EEG signals of 15 ADHD children and 18 age-matched health children are recorded while resting
with the eyes closed. Mentioned features are calculated using different channel pairs chosen from longitudinal
and transversal planes. Through various machine learning approaches and a 10-fold cross-validation method,
the proposed approach is evaluated to distinguish between ADHD patients and healthy controls. Classification
accuracies are obtained for the longitudinal and transverse planes, between 92.90% to 99.90% and 91.70%
to 100.00%, respectively. Our results support the remarkable performance of the proposed approach, and
represent a substantial advance over similar studies in terms of recognizing and classifying ADHD.

1. Introduction of ADHD. Scalp EEG data have mostly been studied in the time domain
using Event-Related Potentials (ERP) or in the frequency domain using

Attention deficit hyperactivity disorder (ADHD) is a common neuro- a variety of methods throughout the past several decades [6]. Differ-
developmental disease characterized by inattention, hyperactivity, and ent univariate and multivariate EEG signal features have commonly
impulsivity. ADHD is a behavioral disease that is frequently diag- been evaluated utilizing linear and nonlinear techniques to identify

nosed in children and adolescents. Children with ADHD exhibit these ADHD [7].
deficits early in their development and suffer significant difficulties
in cognitive, social, and emotional development [1]. Approximately
5% of children in the world have ADHD [2-4]. Behavioral testing is
ineffective in detecting attentional bio-markers in ADHD. Due to the
lack of indicators for the disorder, diagnosis may be subjective. To
overcome this struggle, brain signaling examinations are used, as well
as to get at a diagnosis based on quantitative data [1].

The electroencephalography (EEG) signal which is a non-invasive
neuroimaging technique is a sequence of electrical potential changes
that carry information about the activities of the human brain. The use
of EEG monitoring techniques is particularly well suited to pediatric
research [5]. Unexpected behavior of the signals coming from the dimension (FD), and entropy of wavelet coefficients based features in
electrodes that are placed on the patient’s scalp is considered a sign the time-frequency domain [9] are utilized. For the ADHD group, lower

The common approach used to examine the time-domain EEG data
of ADHD patients is ERP trial averaging. Numerous research investi-
gated morphological characteristics, such as peak amplitudes and laten-
cies of various ERP components (P100, N100, P200, N200, P300, etc.),
for the interpretation of cognitive processes in ADHD [8-12]. In one of
the ERP-based studies [8], the P200 and N250 amplitudes are evaluated
during target detection and it is reported that markedly reduced P200
and N250 amplitudes are observed during target identification. In
another ERP-based study, morphological features namely latency and
amplitude values of P300, nonlinear features called Higuchi’s fractal
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P300 amplitudes and longer latencies, and less complexity in the FD
computation are reported. A deep learning approach using convolu-
tional neural networks (CNN) and ERP components is presented in [11],
where lower ADHD detection performance is obtained compared to
previous related studies.

Numerous studies have investigated the total power, absolute, and
relative power of various EEG frequency bands, including delta (<4 Hz),
theta (4-8 Hz), alpha (8-13 Hz), beta (13-30 Hz), and gamma (>30
Hz), to identify ADHD [4,6,9,13]. In most of these studies, it is revealed
that EEG resting-state power measurements in ADHD patients are
increased in the lower frequency sub-bands; theta, and delta, and
decreased in the higher frequency sub-bands; alpha, and beta. In
addition to the above prominent approaches, complexity-based non-
linear features have also been calculated to analyze EEG signals of
ADHD patients. The following are the most significant non-linear
features mentioned in the literature: entropy (approximate, sample,
permutation, wavelet, fuzzy, log energy, sure, and shannon entropy) [6,
13-171], fractal dimension (Higuchi, Katz, and Petrosian) [9,15], Hurst
exponent, largest Lyapunov exponent [14,15], Lempel-Ziv complexity,
Kolmogorov complexity, and correlation dimension [15,18].

Using a variety of methods, EEG connectivity has also been stud-
ied in patients with ADHD in previous research. An advanced sig-
nal processing method called Bispectral analysis, which measures the
quadratic phase-coupling between signal components, is one of these
methods employed in the literature [6]. Another study considered the
dynamic frequency warping (DFW) approach to examine the differ-
ences and similarities between intra-hemispheric or inter-hemispheric
EEG channel pairs in the same frequency sub-bands [7]. They observed
erroneous correlations when there is zero phase lag between the two
signals. Another connectivity metric called the weighted phase lag
index is introduced in a study [19], and it has been noted that EEG con-
nectivity features do not consistently divide participants into groups.
The nerve conduction network of each individual is constructed using
the EEG signal by combining coherence and graph theory techniques
in another study [20]. Alpha bands have been mentioned as a crucial
parameter in ADHD studies when carrying out functional tasks. In a cur-
rent study [21], the construction of brain networks in which the phase
connectivity between the electrode pairs is calculated using the Phase
Lock Value (PLV) has been proposed to investigate the EEG signals of
ADHD patients. It has been reported that the highest phase connectivity
disparities between ADHD and healthy groups are discovered in the
anterior and posterior brain regions, and pertain to the occipital-frontal
brain connectivities.

In this study, we present a new approach for the detection of
ADHD using intrinsic time-scale decomposition (ITD) of EEG signals.
A classification model based on longitudinal and transversal channel
pairs of EEG signals recorded from ADHD patients and control subjects
(CS) is proposed. Various connectivity-based features are extracted
from different combinations of the ITD modes called Proper Rotation
Components (PRCs). Features are classified to detect EEG segments
of ADHD patients using a variety of classifiers. Several performance
metrics are utilized to investigate the performance of the proposed
ADHD detection method.

The novel contributions of the paper are provided in the following;

1. The classification of EEG signals of ADHD patients and control
subjects is presented, using the ITD signal decomposition, and
connectivity-based feature extraction.

2. Modes produced by the ITD are used to compute several features,
including Magnitude Squared Coherence, Cross Power Spectral
Density, Correlation Coefficient, Covariance, Correntropy Coef-
ficient, and Cohentropy Coefficient.

3. Various combinations of the modes in accordance with the longi-
tudinal and transversal planes are utilized for feature extraction.

4. Results reveal an impressive performance of the proposed ap-
proach and represent a significant improvement over previous
studies in terms of identifying and classifying EEG signals of
ADHD patients.
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5. This is the first study where the ITD and connectivity features are
utilized together to identify ADHD, to the best of our knowledge.

2. Materials and methods
2.1. Description of EEG dataset

In this study, 30-channel EEG data recorded at Izmir Katip «elebi
University using a 1 kHz sampling frequency with the Brain vision EEG
recording system is used. The data set is recorded from 2 different
groups namely control subjects and ADHD patients. The first group
consists of 15 ADHD patients, 8 girls, and 7 boys, with an average age
of 12. The second group is the control group consists of 18 subjects,
14 girls and 4 boys, with an average age of 13. A total of 30 s of
EEG data during the open-eyes resting state condition are recorded
from each participant. Izmir Katip «elebi University Clinical Research
Ethics Committee guaranteed ethical approval numbered 76 and dated
11.07.2019 for the collection of EEG data used in this study.

The electrode mappings are used for the examination of EEG chan-
nel connectivity. Evaluated longitudinal and transversal channel pairs
are as follows: There are 12 transversal channel pairs (FP1-FP2, F7-
F8, F3-F4, FC3-FC4, FT7-FT8, T3-T4, C3-C4, CP3-CP4, TP7-TP8, T5-T6,
P3-P4, and 01-02) and 20 longitudinal channel pairs (FP1-O1, F7-T5,
F7-01, FT7-TP7, FT7-01, F3-01, F3-P3, FC3-CP3, FC3-01, FZ-0Z, FCZ-
Pz, FP2-02, F8-T6, F8-02, FT8-TP8, FT8-02, F4-02, F4-P4, FC4-CP4
and FC4-02). Transversal and longitudinal channel pairs are shown in
Fig. 1.

In the preprocessing stage, we divided the data into 5-s segments
using a Hanning window with no overlapping. Then, a 0.5-50 Hz
Butterworth band-pass filter is applied to remove artifacts from the
segmented EEG data. After preprocessing, filtered EEG segments are
decomposed to finite number of PRCs by using ITD.

2.2. The Intrinsic Time-scale Decomposition (ITD)

The iterative intrinsic time-scale decomposition (ITD) technique
which is developed for the analysis of nonlinear or non-stationary sig-
nals, divides the original signal into low-frequency (“baseline signal”,
L,) and high-frequency (“proper rotation”, H,) components (PRCs) [22,
23]. The ITD specifically offers effective signal decomposition into
“proper rotation” components, for which the instantaneous frequency
and amplitude are accurately specified, together with the underlying
monotonic signal trend, without the need for time-consuming and
unproductive sifting or splines [22].

Let X, be the EEG signal to be analyzed. We define an operator,
L to remove the low-frequency component (“baseline signal”) from
the signal X, and leave behind the high-frequency component (“proper
rotation”). The given signal X, may be written as follows:

X, =LX,+(1-L)X,=L,+ H, @

LX, denotes the baseline signal and H, = (1 — £)X, indicates the
proper rotation component. The steps of baseline and proper rotation
components extraction are detailed below [22-24].

1. A signal X,,+ > 0 and its local extremes 7,k = 1,2,... are
assumed to exist. The notations X(zr;) = X, and L(z}) = L, are
introduced.

2. The L, and H, are provided over the interval [0, 7], and the
signal X, is available on [0, 7; + 2]. On the interval (7, 7; + 1]
between the two extreme points, the baseline extraction operator
“L” is defined as a piece-wise linear function as:

Lo —L
Lo=L,+ (&2 —Eyx, - x),

t € (14 Tyy 1] 2
Lk+2 - Lk *
where
T - T
Ly = al(X; + Sk k)(Xk+2 =Xl + (A —a) Xy, 3
Ti+2 — Tk
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Fig. 1. Brain electrode mapping in 30-channel for; (a) Transversal channel pairs, (b)-(c) longitudinal channel pairs.
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Fig. 2. PRCs obtained by the intrinsic time-scale decomposition (ITD) from a 5-s segment of (a) control subject, and (b) ADHD patient EEG signals (the first 6 components are

given as examples).

0O<a<l1, typically a= %

This method of obtaining the baseline signal (L,: low-frequency
component), preserves the monotonicity of X, between the ex-
treme points.

3. After calculating the baseline signal as formulated in Step (2),
the residual or high frequency component “PRC” is calculated
as:

HX,=(1-0)X,=H,=X,-L, 4

Hence, the original signal X, can be reconstructed using the baseline
L,, and high-frequency H, modes as follows:

D

X, =LP+ Y H 5
i=0

where the number of obtained PRCs is indicated by D.

An example of EEG signal decomposition performed using the ITD
method for this study is shown in Fig. 2(a) and (b).

Different feature extraction techniques are applied to high-
frequency PRCs, H, obtained by the ITD method. In our study, various
combinations of PRCs; only PRC1, PRC2, and PRC3, PRC1-PRC2,
PRC1-PRC3, and PRC1-PRC2-PRC3 (shown as PRC1-to-3) are used to
calculate 6 connectivity features.

2.3. Connectivity based feature extraction techniques

In this study, six connectivity features (magnitude square coher-
ence, cross power spectral density, correlation coefficient, covariance,
cohentropy coefficient, correntropy coefficient) are calculated from
various combinations of PRCs in two different planes, i.e., transversal
and longitudinal. These connectivity features are briefly described in
the following. Note here that, for example, for a channel pair FP1-
Fp2 in the transverse plane, x[n] and y[n] sequences in the following
definitions represent each PRC obtained from channels FP1 and FP2,
respectively. While calculating the features, the PRC; of FP1 and PRC;
of FP2 channel are used (j € {1,2, ...,D}).

2.3.1. Cross power spectral density

In order to analyze the cross-correlation between two-time series,
the cross-power spectral density (CPSD) is employed in the frequency
domain. The distribution of the covariance between two sets of data
throughout the frequency range is described by the cross-spectral den-
sity [25]. It is defined as in Eq. (6)

> Ry, (e * ®

k=—c0

P, (w) =

Here for the two signals x[n] and y[n], R, (k) indicates the cross-
correlation between two signals, P, (@) denotes the CPSD, calculated
by the discrete-time Fourier transform of the cross-correlation and is
a complex function. By using the Welch estimation, the Cross Power
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Spectral Density CPSD(w) = %lPX’y(a))l2 is calculated. The CPSD is 0
at all frequencies for signals that are not correlated [25].

2.3.2. Magnitude Squared Coherence

Magnitude-Square Coherence (MSC) is a criterion that determines
how well a complex signal can be predicted using a linear model
from another signal. In other words, it is a method for calculating
the connection between two brain signal frequencies [26,27]. The
mathematical expression of magnitude squared coherence is given in
Eq. (7)

P, (o)

MSC@ = 5B, @

@
Here, P, ,(») and P, ,(») denote the power spectral densities of x[n] and
yln], respectively, calculated by the discrete-time Fourier transforms
of the auto-correlation sequences “R, ,(k)” and “R, ,(k)”. P, () indi-
cates the cross power spectral density of x[n] and y[n] calculated from
“R, ,(k)”. MSC takes a value between 0 and 1 for each frequency. A
value of 0 indicates linear independence, while a value of 1 indicates
a perfect linear association between two signals [26,27].

2.3.3. Covariance

Information on the correlation between several random variables
is available via the covariance matrix. The covariance matrix in the
context of EEG signals offers details on the relationship between EEG
signals recorded at different electrode positions across time. This in-
formation is crucial for determining how the activity of different brain
areas has changed in relation to one another [28]. Covariance is defined
as:

N-1
1 — —
Covyy =~ 2 (clnl =D)0n1 =) @®)
n=0
where Cov, , indicates the covariance and N denotes length of the

signals. X and y represent the means of two signals x[n] and y[n],
respectively. If the signals are unrelated, the covariance will be small,
but if they are similar, the covariance will be high.

2.3.4. Correlation coefficient

The most popular linear correlation coefficient is Pearson’s corre-
lation coefficient. It represents the degree to which two variables are
linearly correlated and is a statistical measure of the extent to which
variables vary their values with respect to one another. The linear
correlation between two discrete-time signals x[n] and y[n] is quantified
by the correlation coefficient and it is defined as follows [29-31];

Cov, ,,
pry = —22 ©

0,0,
where Cov,,, indicates the covariance of two signal (given in Eq. (8))
and o, and o, represent the standard deviations of x[r] and y[n], respec-
tively. p, , is the correlation coefficient and it takes a value between -1
and +1. If the value is equal to 0, there is no linear relationship between
the two signals. If the two signals have a positive correlation, the p, ,
will be close to +1, and a strong negative correlation corresponds to a
value close to —1 [29-31].

2.3.5. Correntropy coefficient

The higher-order statistical and/or nonlinear correlation between
signals may be detected using the Correntropy coefficient, an exten-
sion of the correlation coefficient. The correntropy coefficient RE-Coef
for signals x[n] and y[n] is a normalization of the centered cross-
correntropy C(x, y), a generalization of covariance, just like correlation
is a normalization of covariance x[n] and y[n]. Prior to evaluating the
x[n] and y[n] signals, they must be normalized by subtracting the means
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and dividing by the standard deviation. Since x[»] and y[»n] might have
different dynamics, normalizing makes them dimensionless [30-32].

N-1 N-1
1 1

Cey) = go K(xlnl,ylnh) = =5 néok(x[n]’m) (10)

Here N stands for the number of samples, while K(.) indicates a

symmetric positive-definite kernel function.

RE - Coef = —C&9 an

VC(x,x)\/C(y,y)

where RE —Coef represents the correntropy coefficient, and the kernel
_a=p?
has a significant effect. Gaussian kernel K(x, y) = L s gener-
\2ro

ally used in the literature. The choice of kernel width ¢ is critical. ¢ =
0.9ANC1/9 is calculated according to Silverman’s rule of thumb, where
N denotes the number of samples, and A is determined by calculating
the minimum of the data interquartile range scaled by 1.34 and the
standard deviation of the data. The RE — Coef is bounded by —1 and
1. If the two signals are independent, the RE —Coef will be zero. If two
variables are dependent in the same direction, RE—Coef approaches 1,
if they are related in opposite directions, it moves towards —1 [30-32].

2.3.6. Cohentropy coefficient

The cohentropy coefficient can be considered as a nonlinear ex-
tension of the coherence function or an adaption of the correntropy
coefficient to the frequency domain.
CE - Coef = (KX (@), Y ())) (12)

V(KX (@), X (@) /(KX (@), Y (@)

where (.) denotes the average and calculated over M segments of length
L. Before evaluating the cohentropy coefficient, Fourier transforms of
signals (X (w) and Y (w)) must be normalized by the mean and standard
deviation [30,31].

2.4. Classification and performance evaluation

Following the features extraction using the mentioned techniques,
the EEG segments of ADHD patients and healthy controls are identified
using a variety of machine learning algorithms, such as Decision Tree
(DT), Naive Bayes (NB), Support Vector Machine (SVM), k-Nearest
Neighbor (kNN), and Bagged Tree (BT). The following is a quick
summary of the used classification algorithms.

2.4.1. Decision trees

The DT classification which includes structures such as root nodes,
leaf nodes, and branches is a fast and high-precision method that
classifies data by dividing it into various subgroups. Each internal node
of a tree stands for a feature, while its branches represent feature
combinations that result in classifications and its leaves stand for class
labels. The samples are classified in the decision tree by navigating from
root to leaf. The samples are classified in the decision tree by navigating
from root to leaf [33]. The decision tree technique known as the fine
tree algorithm is utilized in this study.

2.4.2. Naive Bayes

The NB Classifier is a statistical classification method based on the
Bayes theorem and variables’ independence and normalcy. By comput-
ing the sample’s likelihood of belonging to each class in the dataset, the
classification procedure is carried out. The data is assigned as a member
of the class with the highest probability of membership [9]. The kernel
Naive Bayes classifier is employed in this study.
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2.4.3. Support vector machine

A successful approach that is commonly used in both classification
and regression studies is SVM, a supervised machine learning algo-
rithm. To classify data, one must locate the hyperplane where the
best classification performance may be realized. The data is designated
as an element of a different class depending on which side of the
hyperplane it falls on [6,9,14,34]. In this study, a medium-Gaussian
SVM is employed.

2.4.4. k-Nearest Neighbor

The kNN classification, which belongs to the pattern recognition
technique class, is a non-parametric, distance-based learning model.
The dataset is split into two groups, a training set, and a test set, and
the learning process is carried out using the information in the training
set. The distance between the sample that has to be classified and the
entire training set of data is first determined. The next step is to identify
the k closest neighbors with the shortest distance. Finally, the class of
the new sample is chosen as the most common class among these k
nearest neighbors [9]. Weighted kNN is chosen from among the nearest
neighbor classifiers as a classifier in this study.

2.4.5. Ensemble classifiers: Bagged Tree

An ensemble of classifiers is a group of classifiers that classify new
data by combining their separate classifications, usually by weighted
or unweighted voting. The major finding is that ensembles, rather than
the individual classifiers that make them up, are frequently far more
accurate [35]. In this study, the Bagged Tree (BT) algorithm is used.

The following performance criteria are utilized in this study to eval-
uate the performance of classifiers: accuracy (ACC), sensitivity (SEN),
selectivity (SPE), precision (PRE), and false discovery rate (FDR). To
evaluate the effectiveness of the classifiers and achieve coherent clas-
sification accuracy, the k-fold cross-validation (CV) method has been
applied. In this technique, the feature set is separated into k equal-sized
subsets. In each iteration, one subset is utilized as the test data while
all the other subsets k — 1 are considered as the training data, and the
procedure is repeated k times. The classification performance is then
determined as the average performance for k trials [7,9,15,36].

e - TP+TN
TP+ FN+FP+TN

SEN=__1IP
TP+ FN

sPE=—IN
FP+TN

PRE=—"'F
TP+ FP

FDR:L (13)
TP+ FP

where TP and TN represent, respectively, the number of correctly
identified ADHD patients and healthy controls. Additionally, FP and
FN stand for the number of healthy controls and ADHD patients that
are incorrectly identified.

3. Result and discussion

In this study, the classification of EEG signals of ADHD patients
and control subjects using the ITD-based signal decomposition tech-
nique and connectivity-based feature extraction has been proposed.
Firstly, EEG signals are decomposed into PRCs using the ITD approach,
and then 6 different novel connectivity features such as Magnitude
Squared Coherence, Cross Power Spectral Density, Correlation Coeffi-
cient, Covariance, Correntropy Coefficient, and Cohentropy Coefficient
are calculated using different combinations of PRCs, according to the
two different planes as longitudinal and transversal. In order to feature
extraction both PRC1, PRC2, PRC3, and their combination PRCs1-2,
PRCs1-3 and PRC1-to-3 are utilized and two different planes such as
longitudinal and transversal are investigated to calculate connectivity
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features. To reveal the effectiveness of the ITD method, the same
process is also applied to EEG signals itself without any decomposi-
tion. Afterward, a variety of classifies are utilized to distinguish EEG
segments of ADHD patients and control subjects.

The box plot and mean values of calculated connectivity features
for ADHD patients and control subjects are presented in Fig. 3(a) to (1)
for the transversal and longitudinal planes. These values represent the
average value of calculated features using the first three PCRs. There
are significant differences between the connectivity features of control
subjects and the ADHD patients in both transversal and longitudinal
planes for MSC, CPSD, Cov, and CE-Coef features. The ADHD patient
group has greater values for MSC, CPSD, and Cov, whereas the control
group has greater values for RE-Coef and CE-Coef features. These
values calculated for ADHD patients may be higher or lower than
the control group, depending on the EEG channel pair in which the
connectivity-based features are calculated. For both transversal and
longitudinal planes, the MSC, CPSD, and Cov values of the ADHD group
are considerably greater than those of the control group, indicating
that functional connectivity is stronger in the ADHD group than in the
age-matched control group.

The classification performances of the connectivity-based features
calculated using the various EEG channel pairs in both longitudinal and
transversal planes have been evaluated in order to more accurately re-
veal the efficacy of the proposed ITD-based method. The ADHD patients
and control subject EEG segment classification performances of our
proposed ITD-based approach are presented in Tables 1 and 2 for the
longitudinal, and transversal planes, respectively. These performances
are obtained using both feature sets generated utilizing single PRCs
(PRC1, PRC2, and PRC3) and their combinations (PRCs1-2, PRCs1-3,
and PRC1-to-3). All EEGs demonstrate that the feature set used in the
classification stage is constructed using the EEG signal itself without
any decomposition. Classification results obtained using connectivity
features in the longitudinal plane are given in Table 1. According to the
results, the ITD algorithm provides a significant improvement in terms
of performance (ACC:99.06%, F1-S: 98.94%) compared to the classifi-
cation conducted without using the algorithm. In the results obtained
without the ITD algorithm, the ACC and F1-S values vary between
78.75% to 89.29% and 71.25% to 87.42%, respectively, while the ITD
algorithm provides higher performance for all classifiers. Although all
PRCs and their combinations yield higher classification performance
compared to the EEG case, it is remarkable that the classification
performance of a single PRC is lower compared to their combinations.
Additionally, the ITD algorithm provides higher classification perfor-
mances in the longitudinal plane compared to the EEG case (without
decomposition), the transversal plane also yields a minor improvement
in the performance (ACC:99.46%, F1-S: 99.40%, presented in Table 2)
of single PRCs and their combinations compared to the longitudinal
plane. However, considering only PRC1, PRC2, or PRC3, classification
performances are diminished, in contrast to combinations of compo-
nents compared to the EEG case (given in Table 2). Moreover, the first
three PRC combinations provide the highest classification performance
for both transversal and longitudinal planes and all classifiers. This
proves that when the components are evaluated together, the proper
rotation allows for obtaining the highest performance.

Because higher classification performances are obtained using the
PRC1-to-3 combination in both transversal and longitudinal planes
(given in Tables 1 and 2), classification performances in terms of
ACC, SEN, SPE, PRE, and FDR are given in Fig. 4 utilizing that PRC
combination. According to the classifier comparison in the transversal
plane, the highest classification performance is obtained with the BT
classifier that provides 99.46% ACC, 99.47% SEN, 99.47% SPE, 99.33%
PRE, and 0.69% FDR, while the lowest classification performance with
97.23% ACC, 96.40% SEN, 97.90% SPE, 97.36% PRE, and 2.64% FDR
is obtained using the Naive Bayes classifier. In the longitudinal plane,
performance results are more varied. The SVM classifier produces the
most meaningful performances (97.84% ACC, 96.37% SEN, 99.02%
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Fig. 3. Box plot of different connectivity features; on longitudinal plane (a) Magnitude Squared Coherence (b) Cross Power Spectral Density, (c) Correlation Coefficient, (d)
Covariance, (e) Correntropy Coefficient, and (f) Cohentropy Coefficient and; on transversal plane (g) Magnitude Squared Coherence (h) Cross Power Spectral Density, (i) Correlation
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Coefficient, (j) Covariance, (k) Correntropy Coefficient, and (1) Cohentropy Coefficient for the control subjects and ADHD patients.

Table 1
The classification performances (%) of the proposed approach in the longitudinal plane. Meth.: Method, Comp.: Component.
Meth. Comp. DT NB SVM kNN BT
ACC F1-S ACC F1-S ACC F1-S ACC F1-S ACC F1-S
PRC1 94.47 93.73 89.23 88.39 92.51 91.21 94.58 93.78 96.41 95.90
PRC2 90.79 89.63 88.06 86.20 89.02 86.79 89.97 88.12 93.60 92.66
ITD PRC3 90.25 89.06 89.40 87.85 89.65 87.43 89.59 87.51 93.06 92.17
PRCs1-2 97.41 97.07 94.75 94.02 96.80 96.31 96.38 95.79 98.83 98.68
PRCs1-3 96.16 95.66 94.50 93.82 96.00 95.40 94.90 94.03 98.08 97.85
PRC1-to-3 97.32 96.97 95.51 94.89 97.84 97.54 96.09 95.43 99.06 98.94
EEG all EEG 85.72 83.66 84.29 81.27 79.07 71.25 78.75 73.46 89.29 87.42




O. Karabiber Cura et al.

Biomedical Signal Processing and Control 81 (2023) 104512

Table 2
The classification performances (%) of the proposed approach in the transversal plane. Meth.: Method, Comp.: Component.
Meth. Comp. DT NB SVM kNN BT
ACC F1-S ACC F1-S ACC F1-S ACC F1-S ACC F1-S
PRC1 96.83 96.39 93.70 92.85 97.00 96.54 97.26 96.88 98.06 97.81
PRC2 94.61 93.93 91.18 90.17 95.30 94.58 95.00 94.20 96.43 95.91
ITD PRC3 94.54 93.86 92.96 92.10 94.79 93.96 94.03 93.02 96.00 95.46
PRCs1-2 98.11 97.86 96.03 95.52 98.88 98.73 98.19 97.94 99.28 99.19
PRCs1-3 97.67 97.36 96.73 96.33 98.63 98.47 97.58 97.24 99.06 98.93
PRC1-to-3 97.92 97.67 97.23 96.88 99.33 99.25 98.25 98.03 99.46 99.40
EEG all EEG 97.01 96.61 94.21 93.87 95.27 94.57 95.24 94.54 98.03 97.78
] i R EE R
0 O ; D X~ 9 9 o o o
o2 e oo Q33 2 2
# “ é g uDT
g " “ 4 %
% ? §§ ] #NB
% 2 1 #
% % i g HSVM
g 2 i KNN
z 7 2 :
9 : “ # @ # BT
= @ & A g
& é ? iz 7
I} # # %3 @
g . . ] .
& ? . |
e A ] b
% ] % i
i s
] % ‘2 FETmoon
- b " -
7 @ BERTH i amsss
AcC SPE FDR
PERFORMANCE METRICS
(a)
i;%g% 8.5 & 3333 8913t
~ k3 5 - m o Iy 5
mmg% & Eé:: mmmmg mmm% —
8 i 2 ] =
& & #NB
i . : | msvm
é i 7 g KNN
& 5 g | % BT
z | ¢ 7 |
g % é % )
2 # : g
< ﬁa 4 &
b3 ] Eﬁ
e« § % 55 1%
) g # %
2 Eﬂ % I‘
g ¢ i § EERE
4 # i & mEZ"C
SPE FDR
PERFORMANE METRICS
(b)

Fig. 4. The comparison of the performance of classifiers in terms of ACC, SEN, SPE, PRE, and FDR in (a) transversal and (b) longitudinal plane.

SPE, 98.74% PRE, and 1.27% FDR), while the NB classifier yields poor
performance compared to the other classifiers. The observed results
showed that channel pairs in the transversal plane perform better in
terms of the detection of EEG segments of ADHD patients compared to
channel pairs in the longitudinal plane.

Next, the classification performance of the connectivity-based fea-
tures derived from the various channel pairs in both transversal and
longitudinal planes has been investigated in order to more accurately
evaluate the performance of the proposed approach. The classification
accuracies obtained using the PRC1-to-3 combination for 12 channel
pairs in the transversal plane and 20 channel pairs in the longitudinal
plane are given according to different classifiers in Fig. 5(a) and (b), re-
spectively. In the transversal plane (Fig. 5(a)), all the classifiers provide

excellent channel-pair-based classification accuracies. However, in the
FP1-FP2 channel pair located in the anterior region of the brain lowest
accuracies for all of the classifiers are obtained. The highest accuracy
values are obtained from the channel pair in the temporal and posterior
regions. For the TP7-TP8 channel pair, the classification accuracies
of 100%, 99.8%, 99.7%, 97.1%, and 99.1% are obtained using BT,
KNN, SVM, NB, and DT classifiers, respectively. It is noticed that the
channel pairs between the right and left temporal brain regions provide
higher channel-pair-based classification accuracies. On the other hand,
in the longitudinal plane, considerably more noticeable differences
are observed between utilized classifier performances (presented in
Fig. 5(b)). The classifier to be selected, as well as the channel pairs,
are chosen in this plane, should be properly considered. The FT7-TP7



O. Karabiber Cura et al.

100

Biomedical Signal Processing and Control 81 (2023) 104512

NB -#-SVM -8-KNN -=-BT

95

920

85

ACCURACY (%)

80

75

FP1-FP2 F7-F8  F3-F4

FC3-FC4 FT7-FT8 T3-T4

P3-P4 01-02

C3-C4 CP3-CP4 TP7-TP8 T5-T6

TRANSVERSAL CHANNEL PAIR

100

95

90

85

ACCURACY (%)

80

75

(a)

-#-NB -4-SVM -8-KNN -=-BT

&_o"f ,\,’\4’ ,\,o"’ «Q'\ /\,0“’ ,,,0"' 4,36’ C‘l” a,’o» ‘VO'\, «:Qx ’Vo'» Q’{\b %,o'" ,\be q,—& v’o’\’ “gu do. »’o"'
(8Q‘(Q&«{\‘(*Q&«QQQ"‘(QQQ((«%Q&Q‘(Q(?QQ

LONGITUDINAL CHANNEL PAIR

(b)

Fig. 5. The channel-pair-based classification accuracies in (a) transversal and (b) longitudinal plane.

channel pair yields the best performance, followed by the FC4-CP4
channel pair, according to the average of all classifiers.

Some of the properties of all patients used for training are retained
by the trained model in the k-fold CV. As a result, the effectiveness of
evaluating new patients is not effectively evaluated by this technique.
Therefore, in this study, the performances of the classifiers are also
evaluated using the leave-one subject-out (LOSO) cross-validation tech-
nique to reveal the effectiveness of the proposed ITD-based approach
to classifying unknown subjects. In this method, the test set is made
up of the features of the one subject that are not included in the
training set during each iteration of LOSO. With the selection of each
input as test data apart from other inputs, this approach performs an
impartial comparison while using other inputs as training data [9,36].
The comparison of the CV and LOSO validation-based performance
results of the proposed approach in terms of ACC and Mean squared
error (MSE) obtained using the PRC1-to-3 combination are given for
both transversal and longitudinal planes and each classifier in Fig. 6.
According to Fig. 6(a), using the 10-fold CV as the validation method
yields a higher ACC (>97.23%) and lower MSE (<0.028%) for the
transversal plane compared to longitudinal plane. Meanwhile, the BT
yields better accuracies and lower MSE than the other classifier for
both transversal and longitudinal planes. On the other hand, using
the LOSO-CV as the validation method provide lower classification
performance for both transversal and longitudinal planes and each
classifier (presented in Fig. 6(b)). Better classification performances
with 98.31% ACC and 0.017 MSE, and 96.52% ACC and 0.035 MSE
are obtained using the SVM classifier for transversal and longitudinal

planes, respectively. The 10-fold CV model on the transversal and
longitudinal planes yielded more dramatic results compared to the
LOSO-CV-based model. However, detecting the data of an unknown
patient with <92.71% ACC and <0.073 MSE strikingly demonstrates
the success of the proposed method. The final findings have shown the
potential of the proposed ITD-based decomposition and connectivity-
based feature extraction approach for a variety of validation models,
chosen channel pairs, and classifiers.

The results of the current study are compared with those of previous
studies of a similar nature where the connectivity and/or complexity-
based features are computed to evaluate the ability of the proposed
approach in classifying ADHD versus control groups. Table 3 provides
a comparison of the current study with prior studies in ADHD detec-
tion. In general, the studies are formed on two bases; analyzing EEG
signals recorded using a particular cognitive task or examining EEG
signals recorded at a resting state. The majority of approaches in the
literature, as seen in Table 3, are centered on employing cognitive
tasks to distinguish between ADHD and control subjects. These studies
have reported accuracy rates ranging from 81.20% to 99.75% [3,4,7,9—
12,20,21,37]. Children with ADHD often have smaller brain volumes,
with multi-functional frontal and parietal cortex. As a result, these
children are frequently described as being easily distracted and hav-
ing trouble paying attention or following directions. Also, ADHD is
linked to cognitive dysfunction, particularly in the frontal and parietal
cortex [9,18]. Therefore, it is expected that there will be significant
differences between the EEG signals of ADHD patients and the control
subjects under a specific cognitive task. However, our study using
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Fig. 6. Comparison of accuracy and MSE obtained using (a) 10-fold cross-validation and (b) LOSO-based validation models for both transversal and longitudinal planes according

to different classifiers.

resting state EEG signals outperformed most studies using cognitive
tasks. On the other hand, there are many studies that examine the
EEG signals recorded at a resting state, similar to our study [2,6,13—
17,19]. Compared to the aforementioned studies, the proposed ITD
and connectivity features-based study provides higher classification
accuracy. In addition, there are large differences between ADHD and
CS numbers in study [2], and studies [13,16] have few ADHD and CS
EEG data, providing classification accuracies similar to ours. It is highly
probable that these situations affected the classification’s success. Only
five of the aforementioned studies [6,7,19-21] proposed connectivity-
based approaches. Moreover, only two of them [6,19] evaluated the
resting state EEG signals in their studies. One of the connectivity-based
features, bicoherence, calculated in study [6]. Although a maximum
classification performance of 83.33% was reported in the proposed
study, the highest performance for the bicoherence feature was 68.88.
The weighted phase lag index, a different connectivity metric, is in-
troduced in a study [19], and it has been found that EEG connectivity
features do not reliably categorize participants into groups. To compare
the differences and similarities between intra-hemispheric or inter-
hemispheric EEG channel pairings in the same frequency sub-bands,
another study [7] used the DFW method and cognitive task. They
noticed false correlations when there is no phase lag between the two
signals, and reported 99.17% ACC that less than that of our proposed
study. Additionally, in two studies [20,21] in which the cognitive

task was used, classification success was not reported. Therefore, per-
formance comparison cannot be conducted clearly. According to the
authors’ knowledge, this is the first research in which the ITD ap-
proach and connectivity features have been used to identify ADHD. The
classification results show that the proposed study is promising for dis-
tinguishing between ADHD patients and control subjects along different
channel pairings in two different planes, longitudinal and transversal.
The highest accuracies with 100.00% and 99.90% are obtained using
the connectivity features of the transversal and longitudinal planes,
respectively. Additionally, classification accuracies in the longitudinal
and transversal planes, respectively, are >92.90% and >91.70% (given
in Fig. 5).

4. Conclusion

ADHD is a prevalent disorder that affects children, and early iden-
tification is crucial for effective treatment and for reducing future
problems. In the current study, an ITD-based machine learning model is
proposed to help the rapid and accurate detection of ADHD by utilizing
a channel-pair-based analysis of multi-channel EEG signals. The EEG
data recorded from 15 ADHD patients and 18 control subjects are
utilized in our experiments. Various connectivity-based features, such
as Magnitude Squared Coherence, Cross Power Spectral Density, Corre-
lation Coefficient, Covariance, Correntropy Coefficient, and Cohentropy
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Comparison between the accuracy of this method with some state-of-the-art studies in this area.

Paper Participants Cognitive task Features Accuracy (%)
[3] 46 ADHD/45 CS Cognitive task Dynamic connectivity tensors 99.75
[4] 53 ADHD/161 CS Cognitive task Subband powers of EEG 81.20
[71 14 ADHD/19 CS Cognitive task DFW 99.17
ERP features
[9] 23 ADHD/23 CS Cognitive task Higuchi’s fractal dimension 91.30
Entropy of wavelet coefficients
Subband powers of EEG
[10] 27 ADHD/38 CS Cognitive task ERP features 98.40
[11] 100 ADHD/44 CS Cognitive task CNN 83
[12] 20 ADHD/20 CS Cognitive task Event-related spectrograms 88.00
Resting state EEG spectrograms 66.00
[20] 16 ADHD/16 CS Cognitive task Coherence and graph theory Not given
[21] 22 ADHD/22 CS Cognitive task Phase locking value Not given
[37] 30 ADHD/31 CS Cognitive task CNN 99.06
[2] 25 ADHD/14 CS Resting state CNN 99.46
Subband powers of EEG
[6] 50 ADHD/58 CS Resting state Entropy 84.59
Bicoherence
[13] 12 ADHD/12 CS Resting state Spectral features 99.58
Entropy based features
Approximate entropy
[14] 12 ADHD/12 CS Resting state Detrended fluctuation analysis 83.33
Lyapunov exponents
Subband powers of EEG
Entropy, correlation dimension
[15] 50 ADHD/26 CS Resting state Fractal dimension 96.05
Lyapunov exponents
[16] 5 ADHD/5 CS Resting state Entropy based features 99.82
[17] 20 ADHD/20 CS Resting state Fuzzy entropy 98.07
[19] 38 ADHD/51 CS Resting state Weighted phase lag index Not given
This 18 ADHD/15 CS Resting state ITD and connectivity 99.46
study based features

Coefficient, are calculated using the modes obtained by the ITD. Several
combinations of the modes in accordance with two different planes
i.e., longitudinal and transversal are used for feature extraction. The
results showed that the calculated features, especially MSC, CPSD, Cov,
and CE-Coef features, are significantly different in both planes for both
groups (presented in Fig. 3). Using calculated features along with the
BT classifier yielded the highest ACC of 99.46% and F1-S of 99.40% for
the identification of ADHD in the transverse plane. However, the EEG
signals evaluated without using the ITD algorithm provide an ACC of
98.03% and F1-S of 97.78% in the same plane using the same classifier
(given in Table 2). On the other hand, in the longitudinal plane, the
effectiveness of the proposed ITD approach is more pronounced (given
in Table 1). According to our results, the connectivity features that are
derived utilizing several channel pairs in two distinct planes and the
ITD modes may be a helpful and discriminative tool for the detection
of ADHD.

The connectivity features of resting state EEG signals according to
the various planes are explored in this study. However, when a subject
focuses their attention on a situation that has been experimentally
controlled, the distribution of brain resources changes. Therefore, in
our future research, the use of ITD and connectivity-based feature
calculation models during cognitive tasks will be investigated.
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