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Appendix

Proof of Lemma 1. We consider the limit

fr;s:n(x; y) = lim
�x;�y!0

Pfx<Xr:n � x+ �x; y<Ys:n � y + �yg
�x�y

;

�1 < x; y <1 (1)

and use the description of compound event fx<Xr:n � x+ �x; y<Ys:n � y+ �yg
with the multinomial distribution to obtain:

fr;s:n(x; y)�x�y � Pfx<Xr:n � x+ �x; y<Ys:n � y + �yg
= Pfr � 1 of X 0s 2 (�1; x] ; 1 of X 0s 2 (x; x+ �x] ;

n� r of X 0s 2 (x+ �x;1); s� 1 of Y 0s 2 (�1; y] ;
1 of Y 0s 2 (y; y + �y] ; n� s of Y 0s 2 (y + �y;1)g:

The compound event fx<Xr:n � x + �x; y<Ys:n � y + �yg can be realized
by the following con�guration:
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Figure 1 . Realization of the compound event
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This means that the total number of observations (X;Y ) falls in nine regions

denoted by Ii; where Ii \ Ij = ? and Ii [ Ij = R2; R = R [ f�1;1g for all
i 6= j; i; j = 1; 2; :::; 9: All possible regions I1; I2; :::; I9 are de�ned as follows:

I1 = (�1; x] \ (�1; y] ; I6 = (x; x+ �x] \ (y + �y;1);
I2 = (�1; x] \ (y; y + �y]; I7 = (x+ �x;1) \ (�1; y] ;
I3 = (�1; x] \ (y + �y;1); I8 = (x+ �x;1) \ (y; y + �y];
I4 = (x; x+ �x] \ (�1; y] ; I9 = (x+ �x;1) \ (y + �y;1):
I5 = (x; x+ �x] \ (y; y + �y];

Let ti observations fall in the region Ii, i = 1; 2; :::; 9: For example, t1 of
(X;Y ) are observed in I1 = (�1; x]\ (�1; y] and t2 of (X;Y ) are observed in
I2 = (�1; x] \ (y; y + �y]:
Let us denote C1 = fX � x; Y � yg; C2 = fX � x; y < Y � y + �yg; C3 =

fX � x; Y > y+�yg; C4 = fx < X � x+�x; Y � yg; C5 = fx < X � x+�x; y <
Y � y + �yg; C6 = fx < X � x+ �x; Y > y + �yg; C7 = fX > x+ �x; Y � yg;
C8 = fX > x+ �x; y < Y � y + �yg; C9 = fx < X � x+ �x; y < Y � y + �yg:
In the experiment, assume that the outcomes are pairs Ci with probabilities

P (Ci) = pi; where
P

i pi = 1 and i = 1; 2; :::; 9. Then we have

P (C1) = F (x; y);
P (C2) = F (x; y + �y)� F (x; y);
P (C3) = FX(x)� F (x; y + �y);
P (C4) = F (x+ �x; y)� F (x; y);
P (C5) = F (x+ �x; y + �y)� F (x+ �x; y)� F (x; y + �y) + F (x; y);
P (C6) = FX(x+ �x)� FX(x)� F (x+ �x; y + �y) + F (x; y + �y);
P (C7) = FY (y)� F (x+ �x; y);
P (C8) = FY (y + �y)� FY (y)� F (x+ �x; y + �y) + F (x+ �x; y);
P (C9) = 1� FX(x+ �x)� FY (y + �y) + F (x+ �x; y + �y):

Let �i be the number of occurrences in which Ci appears out of n repetitions;
i = 1; 2; :::; 9: Clearly, the random vector (�1; �2; :::; �9) is multinomial with pmf

Pf�1 = t1; �2 = t2; :::; �9 = t9g

=
n!

t1!t2! � � � t9!
[P (C1)]

t1 [P (C2)]
t2 � � � [P (C9)]t9 : (2)

Therefore,

Pfx < Xr:n � x+ �x; y < Ys:n � y + �yg
� Pf�1 + �2 + �3 = r � 1; �4 + �5 + �6 = 1;

�1 + �4 + �7 = s� 1; �2 + �5 + �8 = 1g
=

X
t1+t2+t3=r�1
t4+t5+t6=1
t1+t4+t7=s�1
t2+t5+t8=1

Pf�1 = t1; �2 = t2; :::; �9 = t9g: (3)
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Let us consider the summation t1 + t2 + t3 = r � 1; t4 + t5 + t6 = 1;
t1 + t4 + t7 = s� 1 and t2 + t5 + t8 = 1. Because t4 + t5 + t6 = 1; this equality
is valid if and only if t4; t5 and t6 are 0 or 1: Similarly, t2; t5 and t8 are 0 or
1; because t2 + t5 + t8 = 1: Thus, all possible values of (t4; t5; t6) and (t2; t5; t8)
are described in the following table:

t4 t5 t6 t2 t5 t8
1 0 0 1 0 0
0 1 0 0 1 0
0 0 1 0 0 1

Because the number of occurrences of C5 is t5 = 1; from the table, we have
t4 = t6 = 0; t2 = t8 = 0: If t5 = 0; t4 + t6 = 1 and t2 + t8 = 1; where
(t4 = 1; t6 = 0) or (t4 = 0; t6 = 1) and (t2 = 1; t8 = 0) or (t2 = 0; t8 = 1):
Therefore, this summation can be reduced to a simpler form according to cases
of t5 = 1 or t5 = 0:

Pfx<Xr:n � x+ �x; y<Ys:n � y + �yg
=

X
t1+t2+t3=r�1
t4+t5+t6=1
t1+t4+t7=s�1
t2+t5+t8=1

Pf�1 = t1; �2 = t2; :::; �9 = t9g

=

a2X
t1=a1

P (t1; r; s; n) +

d2X
t4=d1

c2X
t2=c1

b2X
t1=b1

P (t1; t2; t4; r; s; n); (4)

where

P (t1; r; s; n)

� Pf�1 = t1; �2 = 0; �3 = r � 1� t1; �4 = 0; �5 = 1;
�6 = 0; �7 = s� 1� t1; �8 = 0; �9 = n� r � s+ t1 + 1g;

and

P (t1; t2; t4; r; s; n)

� Pf�1 = t1; �2 = t2; �3 = r � 1� t1 � t2; �4 = t4; �5 = 0;
�6 = 1� t4; �7 = s� 1� t1 � t4; �8 = 1� t2;
�9 = n� r � s+ t1 + t2 + t4g:

Therefore, by using (2) we obtain

P (t1; r; s; n)

=
n!

t1!(r � 1� t1)!(s� 1� t1)!(n� r � s+ t1 + 1)!
� [F (x; y)]t1 [FX(x)� F (x; y + �y)]r�1�t1

�[F (x+ �x; y + �y)� F (x+ �x; y)� F (x; y + �y) + F (x; y)]
�[FY (y)� F (x+ �x; y)]s�1�t1

�[1� FX(x+ �x)� FY (y + �y) + F (x+ �x; y + �y)]n�r�s+t1+1 (5)
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and

P (t1; t2; t4; r; s; n)

=
n!

t1!(r � 1� t1 � t2)!(s� 1� t1 � t4)!(n� r � s+ t1 + t2 + t4)!
� [F (x; y)]t1 [F (x; y + �y)� F (x; y)]t2

�[FX(x)� F (x; y + �y)]r�1�t1�t2 [F (x+ �x; y)� F (x; y)]t4

�[FX(x+ �x)� FX(x)� F (x+ �x; y + �y) + F (x; y + �y)]1�t4

�[FY (y)� F (x+ �x; y)]s�1�t1�t4

�[FY (y + �y)� FY (y)� F (x+ �x; y + �y) + F (x+ �x; y)]1�t2

�[1� FX(x+ �x)� FY (y + �y) + F (x+ �x; y + �y)]n�r�s+t1+t2+t4 :
(6)

Finally, by substituting the (5) and (6) in the equation (4) and taking the
limit as �x; �y ! 0, we obtain the joint density function of bivariate order
statistics Xr:n and Ys:n:
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