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Prediction of Local Scour around Bridge Piers Using 
Hierarchical Clustering and Adaptive Genetic Programming
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ABSTRACT
The physics of local scour around bridge piers is fairly complex 
because of multiple forces acting on it. Existing empirical for-
mulas cannot cover all scenarios and soft computing methods 
require ever greater amounts of data to cover all cases with 
a single formula or a neural network. The approach proposed in 
this study brings together observations from over 40 studies, 
grouping similar observations with hierarchical clustering, and 
using genetic programming with adaptive operators to evolve 
formulas specific to each cluster to predict the scour depth. The 
resulting formulas are made available along with a basic web- 
based user interface that finds the closest cluster for newly 
presented data and finds the scour depth using the formula 
for that cluster. All formulas have R2 scores over 0.8 and have 
been validated with validation and testing sets to reduce over-
fitting. When compared to existing empirical formulas, the gen-
erated formulas consistently record higher R2 scores.
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Introduction

According to statistical studies, the most common cause of bridge failure is the 
floods that scour the bed material around the bridge piers (Hoffmans and 
Verheij 1997; Richardson and Davis 2001). Many researchers are interested in 
the prediction of scour depth around piers to maximize the benefits of 
hydraulic structures and to reduce the damage caused. Scour prediction is 
challenging because of the multiple uncertainties involved in the process, such 
as time-dependent three-dimensional flow patterns, vorticities, and the phe-
nomena of sediment transport.

Prediction requires experience in several fields of engineering, an under-
standing of the behavior of water flow, and the interaction between the water, 
the structures and the soil. Extensive laboratory experiments have been con-
ducted to observe and to predict the equilibrium local scour depth (Chabert and 
Engeldinger 1956; Melville 1975, 1997; Ettema 1980; Yanmaz and Altinbilek 

CONTACT Kaya Oğuz kaya.oguz@ieu.edu.tr Department of Computer Engineering, Izmir University of 
Economics, Sakarya Cad. No:156, Balçova, İzmir, Turkey
This article has been republished with minor changes. These changes do not impact the academic content of the 
article.

APPLIED ARTIFICIAL INTELLIGENCE                    
2022, VOL. 36, NO. 1, e2001734 (26 pages) 
https://doi.org/10.1080/08839514.2021.2001734

© 2021 The Author(s). Published with license by Taylor & Francis Group, LLC.  
This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/ 
licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly 
cited.

http://orcid.org/0000-0002-1860-9127
http://orcid.org/0000-0002-1679-5130
http://www.tandfonline.com
https://crossmark.crossref.org/dialog/?doi=10.1080/08839514.2021.2001734&domain=pdf&date_stamp=2022-05-10


1991; Melville and Chiew 1999; Oliveto and Hager 2002; Coleman, Lauchlan, 
and Melville 2003; Yanmaz 2006; Hager and Unger 2010; Lan¸ca et al. 2013; Bor 
2015; Sheppard, Melville, and Demir 2014; Vijayasree et al. 2019).

These experiments yielded equations based on the correlation of small-scale 
data obtained from laboratory experiments, which aim to reduce the complex-
ity of on-site conditions. Experimental laboratory data are used in these equa-
tions, therefore they can only predict prototype scour depths under similar 
conditions, and they are not universal. It is difficult to represent a real river and 
bridge pier system in a laboratory flume, so several assumptions are incorpo-
rated in laboratory studies. Recording real-time observations are the ideal for 
understanding the complexity of real-life river systems, however, these are very 
challenging or sometimes impossible to conduct in the field.

With the availability of more data and more accessible machine learning 
algorithms, the focus has shifted to alternative approaches such as regression 
methods, artificial neural networks (ANNs) (Azamathulla et al. 2010; 
Azmathullah, Deo, and Deolalikar 2005; Bateni, Borghei, and Jeng 2007; 
Firat and Gungor 2009; Jain 2001; Kaya 2010; Lee et al. 2007; Liriano and 
Day 2001; Mohammadpour, Ghani, and Azamathulla 2013) and evolutionary 
computation (EC) (Azamathulla et al. 2010; Guven, Azamathulla, and Zakaria 
2009). These methods can be used to estimate scour depth with a number of 
reliable data sets, making them useful in modeling problems in which there is 
a deficient understanding of the relationship between the dependent and 
independent variables.

This study uses a combination of equilibrium scour depth observations from 
laboratory experiments, and field measurements from the literature. Since these 
observations are obtained from various setups, they are grouped by hierarchical 
clustering so that similar observations from different studies could be used 
together. A formula has been evolved for each cluster using values from the data 
sets, constants, variables, and modified mathematical functions. When a new 
prediction is needed, first the closest cluster should be found, and then the 
formula for that cluster should be used. These two steps are handled with 
a basic client-side JavaScript application that has been made available online.

The rest of the manuscript is structured as follows: The next section 
discusses existing studies on the problem. Section 3 details the parameter 
selection for scour depth prediction and the data. The method is discussed 
in Section 4 and the results are given and evaluated in Section 5. Section 6 
includes concluding remarks.

Related Work

In practice, the pier scour depth is predicted by formulas produced from 
evaluations of the data collected from empirical observations. The three 
most used are by Jain and Fischer (Jain and Fischer 1979), by Melville 
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(Melville 1997), and by Richardson and Davis, known as HEC-18 (Richardson 
and Davis 2001). Since these formulations are conservative and produce safe 
results for a range of values outside of their initial scope, researchers have 
instead turned to soft computing methods.

Soft computing methods require data for their training. Data is available in 
the literature, but three main points have to be considered before they are 
considered suitable for a study. Foremost, data collected at fixed time intervals 
are out of scope for studies that use the equilibrium scour depth, as in this 
study. Second, approaches taken to scour depth prediction depend on their 
usage of dimensional and dimensionless variables. Finally, not all studies use 
the same evaluation criteria to report their findings. These issues make it very 
challenging to make comparisons. Nevertheless, all these studies provide 
valuable information because they report the effectiveness of their approaches, 
the variables that are more significant, and the performance of the hyper 
parameters of used soft methods.

To the best of our knowledge, genetic programming was first applied to 
scour depth prediction in the works of Guven et al. who found out that linear 
genetic programming (LGP) performs much better than adaptive neuro-fuzzy 
inference system (ANFIS) (Guven, Azamathulla, and Zakaria 2009). Their 
study was continued with a follow-up paper which compared GP with radial 
basis function neural network using 398 observational data (Azamathulla et al. 
2010). They reported an R2 score of 0.819 for GP where ANN scored 0.691. 
Wang et al. found that GP performs better than existing empirical formulas on 
a data set of 130 observations (Wang et al. 2013). Najafzadeh and Barani 
incorporated GP and ANN to come up with two models of group method of 
data handling (GMDH) (Najafzadeh and Barani 2011). They reported that 
GMDH-GP provided better results than the ANN-based GMDH, but also had 
the disadvantage of being more time consuming and more complicated.

Besides GP, there are approaches that use artificial neural networks (ANN) 
(Cheong 2006; Firat and Gungor 2009; Kaya 2010; Trent, Gagarin, and Rhodes 
1993), ANN with adaptive ANFIS (Choi, Choi, and Lee 2017), particle swarm 
optimization to optimize ANN parameters (Dang, Anh, and Dang 2019), deep 
neural networks (Pal 2019) and an extension of support vector machines (Pal, 
Singh, and Tiwari 2011). Two recent surveys provide more detailed informa-
tion on the field. The survey by Sharafati et al. provides an overall comparison 
of all soft computing methods with empirical formulas (Sharafati et al. 2019), 
while the one by Pizarro et al. covers not just the methods but also the physical 
phenomena that affects the scours in bridge foundations (Pizarro, Manfreda, 
and Tubaldi 2020).

It is important to emphasize that although GP performs as well as, or even 
better than other soft computing methods, it is less commonly used as ANN. 
We believe this is because the adjustment of its hyper parameters requires 
a high level of fine tuning in mathematical functions, and the time needed to 
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reach a successful outcome. Another reason is that the lack of programming 
libraries make it more difficult to use. This difficulty has been overcome by the 
DEAP framework, which simplifies the underlying algorithms for manipulat-
ing tree-based structures during crossover and mutation (Fortin et al. 2012). 
However, the configuration required is substantially greater than for existing 
point and click graphical user interfaces available for ANNs.

Data

Data Sets

There are two sources of data; we refer to the observations obtained from real- 
life river systems as field data, and those obtained from flume experiments in 
a laboratory setup as laboratory data. Field data is better at explaining the real- 
life systems than laboratory data, but it is very challenging to collect. 
Laboratory conditions make data collection easier, but they cannot completely 
reflect the complexity of real-life river systems.

There are two types of scouring depending on the transport mode of the 
sediment. Clear-water scour occurs when sediment is removed from the scour 
hole, but not transported to other parts of the bed through the flow. Live-bed 
scour occurs when flow transports the sediment particles to other parts of the 
bed. Both conditions can be replicated in laboratory experiments. Therefore, 
the data sets are categorized into four: field clear-water, field live-bed, labora-
tory clear-water, and laboratory live-bed.

The data selection from the existing literature has been evaluated with the 
following criteria.

● Short-term data were discarded.
● All data were selected from the experiments for the middle circular piers.
● All experiments were selected under equilibrium conditions.
● All pier angles were chosen parallel to the flow direction.
● The data is divided into two categories; field and laboratory. Each cate-

gory is also divided into two sub-categories clear-water scour and live-bed 
scour.

This study brings together 23 field data sets found in the literature, as listed 
in Table 1. These combined data yields a total of 775 field live-bed and 592 
field clear-water observations.

There are 24 laboratory data sets as listed in Table 2 with a total of 233 
laboratory live-bed and 596 laboratory clear-water observations.

e2001734-4 K. OĞUZ AND A. BOR



One of the key parts of our study is collating a large number of data sets and 
processing them for analysis, providing a large range of values for use in the 
construction and evaluation of soft computing methods. Even with such large 
data, several parameters that affect the local scour around the piers, needed to 
be taken into account before the data could be used to estimate the scour depth.

Parameters Affecting the Local Scour around Piers

The scour depth around a pier shown in Figure 1 is influenced by various 
parameters, given as the relation f1 in Equation 1. 

ds ¼ f1 ρ; υ; y; u; α; g; u�;D50; σg; ρs;B; b; S0;Ks;Kg; t
� �

(1) 

In relation f1, ds is the scour depth at instant t; ρ is the fluid density; υ is the 
kinematic viscosity; y is the approach water depth; u is the mean approach 
velocity; α is the angle between pier and flow direction; g is the gravitational 
acceleration; u� is the shear velocity; D50 is the mean sediment size; σg is the 
geometric standard deviation of particle size distribution; σg is the sediment 
density; B is the river width; b is the pier width; S0 is the slope of the channel; 
Ks is the pier shape coefficient; Kg is the coefficient describing the geometry of 
the channel cross section; and t is the time.

Dimensionless parameters are determined by considering dimensional 
analysis to represent the real physical problem used to determine the scour 
depth in laboratory-sized setups. They can be generated by Buckingham’s π 

Table 1. Field scour data sources in literature that are used in this study.
Field Data Live-bed Clear-water

Bata and Todorovic (1960) 2 –
Benedict and Caldwell (2006) 4 –
Benedict and Caldwell (2009) 16 –
Boehmler and Olimpio (2000) – 9
Breusers, Nicollet, and Shen (1977) 1 –
Butch (1991) 16 35
Chang (1980) 6 –
C. Watt, (USGeologicalSurvey 2001 (in 2014 press)) 7 8
Davoren (1985) 10 –
Gao, Posada, and Nordin (1993) 249 237
Hayes (1996) 37 80
Hodgkins and Lombard (2002) 1 11
Holnbeck (2011) 1 8
Hopkins, Vance, and Kasraie (1980) 1 –
NBSD (USGeologicalSurvey 2001) 143 98
Muller, Miller, and Wilson (1994) 17 –
Muller and Wagner (2005) 140 96
Neil (1965) 1 –
Shen (1975) – 3
Southard (1992) 3 –
Williamson (1993) 2 6
Wilson (1995) 36 –
Zhuravlyov (1978) 82 1
Total 775 592
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theorem using ρ, u and b as repeating variables (Zohuri 2016). The relation f2 
with dimensionless parameters can be written as in Equation 2 (Bor 2015; 
Bateni, Borghei, and Jeng 2007; A. Melih Yanmaz, 2002). 

Table 2. Experiment scour data sources in literature that are used in 
this study.

Experiment Data Live-bed Clear-water

Aksoy et al. (2017) – 16
Chabert and Engeldinger (1956) 12 81
Chee (1982) 36 1
Chiew (1984) 92 9
Coleman (unpublished) 3 3
Dey, Bose, and Sastry (1995) – 18
Dey and Raikar (2005) – 16
Ettema (1980) 1 96
Ettema et al. (2006) – 6
Ettema (1976) – 19
Graf (1995) – 3
Jain and Fischer (1979) 30 4
Jones (unpublished) 1 16
Lan¸ca et al. (2013) – 38
Melville (1997) – 17
Melville and Chiew (1999) – 27
Mignosa (1980) – 13
Oliveto and Hager (2002) 15 73
Pandey et al. (2018) – 4
Pandey et al. (2019) – 85
Shen, Schneider, and Karaki (1969) 21 2
Max and Miller (2006) 20 4
Max, Odeh, and Glasser (2004) 2 12
Yanmaz and Altinbilek (1991) – 33
Total 233 596

Figure 1. Local scour around bridge pier.
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ds

b
¼ f2

u
ffiffiffiffiffigyp
;
uD50

υ
;

y
b
;
u�
u
;
D50

B
;
ut
b
;

b
D50

; α; S0; σg;Ks;Kg

� �

(2) 

where; Fr ¼ u= ffiffiffiffiffigyp , known as the Froude Number directly upstream of the pier, 
Re ¼ uD50=υ, known as the Reynolds Number, and Re ¼ uD50=υ known as the 
average flow intensity where I ¼ u=uc is the mean approach critical velocity. 
Many known effects of parameters are generally ignored for the sake of simplicity. 
Both the channel width and the slope is constant; there is no group effect for the 
flow, and the shape can be set as 1 for circular piers; the angle between flow 
direction and pier axis is 0. Kg can be ignored for wide rectangular channels under 
uniform conditions (Melville 1997). It is also assumed that the final scour depth 
has reached to the equilibrium condition. Hence, relation f2 can be expressed as 
the relation f3 in Equation 3. 

ds

b
¼ f3 Fr;Re;

y
b
; I;

b
D50

; σg

� �

(3) 

This final relation, f3, has six dimensionless parameters which can be used to 
estimate the dimensionless ds=b ratio of scour depth to pier width. Existing 
data sets have been processed and these ratios have been calculated for each 
observation.

Method

The observations in existing studies are reported by the value ranges for each 
parameter, to enable their approaches to be used in the design and construc-
tion of bridges within these reported ranges. However, these value ranges do 
not necessarily group-related conditions together; they might include more 
than one class of data and it is impossible to manually separate these classes. It 
is also apparent that it is impossible to create generalized formula suitable for 
all cases with the limited existing understanding of the forces acting on 
a bridge scour. Therefore, this study proposes an approach that first finds 
similar observations in multiple sets of data using clustering, and then evolves 
a mathematical formula for each cluster via genetic programming. An over-
view of the process is given in Figure 2.

To evaluate a new observation, the nearest cluster should be first deter-
mined. Then, using that cluster’s formula, the scour depth can be predicted. 
Both steps in this approach requires the employment of a computer program. 
Because there are 32 clusters in total, a computer program makes it much 
easier to determine. Another advantage of the computer program is that the 
formulas are much easier to evaluate since genetic programming generates 
large and complicated formulas. Therefore, a client-side JavaScript application 

APPLIED ARTIFICIAL INTELLIGENCE e2001734-7



with a basic user interface has been developed and made available at http:// 
homes.ieu.edu.tr/koguz/research/scour/. The cluster centers and formulas for 
each cluster are made publicly available in this application.

Data Categorization and Preparation

In this study, there are four major categories of observations: field clear-water, 
field live-bed, laboratory clear-water, and laboratory live-bed. The collected 
data for one category should not be used to estimate for a scour depth in 

Figure 2. An overview of the method, with each major step is enclosed in dotted rectangles. “Data 
Preparation” step is applied to all of the categories in the previous step, “Clustering” is applied to 
every set in the previous step, and “Genetic Programming” is applied to every cluster in the 
previous step.
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another, since the physical parameters vary greatly. This step is called the 
“Data collection and categorization” since the categorization can be done 
manually with the reported properties of the data.

In Section 3.2, relation f3 has been selected to determine the scour depth. 
This relation has six parameters which are the ratios of several parameters in 
the data sets. However, some of the observations in these data sets have no 
value for the σg parameter. Therefore, two sets of data are created for each 
category; one with 5-tuple which includes the complete list of observations 
without the σg parameter, and another with 6-tuple, which includes all the 
parameters but has fewer observations. This step is called “Data Preparation” 
as shown in Figure 2. At the end of these first two steps, eight sets of data are 
formed as listed in Table 3.

The range for each parameter varies greatly, and when considered simulta-
neously, the larger values can dominate the result, specifically in cases where 
Euclidean distance is used to find the distance between points. Therefore, each 
dimension is normalized by the dimension’s largest value in the major 
category.

Principal Component Analysis

The dimensions for the 5-tuple and 6-tuple sets can be reduced by determining 
their principal components. Some of the dimensions in the sets may not 
contribute to the variance of the data. Principal component analysis (PCA) 
can be used to detect the dimensions that maximize the variance (Jolliffe 
2005).

This is a standard statistical approach that identifies the principal compo-
nents of the data by finding the eigenvectors and their corresponding eigen-
values. Each of these vectors represent one of the dimensions in the data where 
the eigenvalues denote how much they contribute to variance. As the data is 
projected to these eigenvectors, some dimensions can be omitted. Starting 
with the eigenvector with the largest eigenvalue, the dimensions are added 
until at least 90% of the data is represented. The data are then projected to the 
selected eigenvectors to be used during the clustering. Even though the 
projected values are used during clustering, the clusters are formed with the 
complete 5-tuple and 6-tuple original values.

Table 3. Number of observations in each data set using 5-tuple and 6-tuple 
parameters.

Field Laboratory

5-tuple 6-tuple 5-tuple 6-tuple

Clear Water 592 399 596 580
Live-bed 775 456 233 232
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Hierarchical Clustering

Clustering is the algorithmic grouping of objects in a data set in such a way 
that similar objects are placed in the same group in accordance with a metric, 
usually the Euclidean distance between them. Of the existing clustering algo-
rithms, most require the number of expected clusters, usually denoted by k, 
and a number of random or existing candidate cluster centers (Xu and Tian 
2015).

In cases where the number of clusters in the data is to be determined, 
a robust approach is to use hierarchical clustering. Hierarchical clustering 
requires no value for either the expected number of clusters, or any cluster 
centers. It begins with each object being in their own cluster, and the only 
element in that cluster. The algorithm joins two closest clusters at each step, 
until there is only one remaining cluster containing all the elements. This 
approach is known as agglomerative clustering (Alpaydın 2020).

Once the agglomerative clustering is complete, the original distances of two 
observations should be compared by the distances between the clusters they 
are in. This is known as the cophenetic correlation coefficient. In a valid 
clustering result, the ratio of the distance between two observations and the 
distance between their clusters should be as close to 1 as possible.

The metric used for the distances between objects affect the clustering 
outcome. Since the clustering process runs quickly, various metrics have 
been tested to obtain the most valid clustering of the data. While the 
Euclidean and Squared Euclidean distances were adequate for most of the 
sets, the field clear-water 5-tuple and 6-tuple sets yielded better results with the 
correlation distance and the Mahalanobis distance. The correlation distance is 
defined as 

d ¼ 1 �
Pn

i¼1 xs � xsð Þ xt � xtð Þ½ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

i¼1 ðxs � xsÞ
2Pn

i¼1 ðxt � xtÞ
2

q (4) 

where the xs and xt represent the mean. The Mahalanobis distance is defined as 

d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðy � μÞ
X� 1

ðy � μÞ0
q

(5) 

which yields in the distance from vector y to a distribution with mean μ and 
variance �.

The resulting clusters can be visualized by a dendrogram, a tree that shows 
the clusters on the horizontal axis, and the connection distances on the vertical 
axis. The visual representation can at times provide a clear picture of the 
clusters, the cutoff value for the number of clusters in the data set has to be set 
manually by checking the number of elements in each cluster by experiment-
ing with different values. Nevertheless, some of the observations were far away 
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from existing groups, even at high distances. Therefore, these observations are 
eliminated as outliers, since they would reduce the fitness of solutions in the 
genetic programming step.

The eight data sets has yielded 32 clusters as listed in Table 4.
The hierarchical clustering has been realized using MATLAB R2021b, and 

the resulting clusters have been exported as CSV files.

Genetic Programming

Genetic programming (GP) is an evolutionary computation method, structu-
rally similar to genetic algorithms (GA) (Dabhi and Sanjay 2015b). Both 
methods borrow ideas from the theory of evolution, where fitter individuals 
have a better chance of breeding. The methods require a population of 
randomly generated solutions that are evaluated with a fitness function. The 
method then uses crossover and mutation operators to create the next gen-
eration of solutions. Depending on the search space of the problem, the 
population size and the number of generations can be adjusted to create an 
approximate solution. In contrast to genetic algorithms, genetic programming 
creates programs or formulas as solutions rather than a set of values.

This study uses a GP approach in which an individual is represented as an 
expression tree of mathematical functions, variables, and constants. If the 
node of a tree is a function, then the child nodes are its parameters. 
Constant values and variables are represented as leaf nodes and can be used 
as they are.

The aim is to find a formula that can predict scour depth using the 5-tuple 
or 6-tuple inputs from the data sets, as well as several mathematical functions 
and random constants. The random constants have been limited to floating- 
point values in the range of (−3,3) based on the assessment of the existing 
formulas in the literature. The mathematical functions addition, subtraction 
and multiplication have been kept as they are; however, other functions have 
simple modifications to control the output of the functions. Division function 

Table 4. The resulting clusters for eight data sets. F represents field data, L represents laboratory 
data, C represents clear-water, and B represents live-bed scour type.

Data Set C. No C. Size Data Set C. No C. Size Data Set C. No C. Size

FC5 1 76 FB5 1 46 LC5 1 46
2 38 2 49 2 127
3 37 3 89 3 84
4 66 4 46 LC6 1 72
5 115 5 57 2 44
6 47 6 38 3 287

FC6 1 35 7 104 LB5 1 69
2 62 8 74 2 64
3 56 FB6 1 52 3 100
4 87 2 168 LB6 1 53

3 37 2 89
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returns 1 if the divisor is zero. The square root function always uses the 
absolute value of the input, so that the function does not return a complex 
number. The power function sets the power value to 1 if the value is greater 
than 1, so that the values shrink rather than grow larger. The power function 
uses the absolute values for both the base and power values. Minimum 
function returns the minimum of two values. The tanh function returns 
hyperbolic tangent. A list of these primitives is given in Table 5. The absolute 
value of the resulting expression tree is passed to the natural logarithm 
function, even though it is not used within the construction of individuals.

During the evolution of the formulas in this GP configuration, it is very 
likely that the expression tree will grow out of control to become very large. It 
is common to limit the tree depth to control this behavior. The maximum tree 
depth is set to 8 which has been observed to strike a fine balance between 
running time and memory constraints. However, the depth is increased to 16 
for clusters FC5-5, FB6-2, and LB5-3 where a formula with a depth of 8 could 
not be obtained.

Once the individual definition is complete, GP requires a population of 
these individuals to start the evolution process. Due to the very large search 
space for the number of possible formulas that can be generated with the 
number of inputs and the maximum tree depth, a reasonably large number of 
random individuals will help the evolution process to converge to high fitness 
values. The initial population is therefore set to 2000. These individuals are 
randomly generated with the ramped half-and-half approach, which mixes the 
full and grow methods to increase the variety in the individuals. The trees 
generated by the full method has the same depth for all nodes of the tree, 
whereas grow method allows different sizes and shapes. Using both methods 
together provides the greatest likelihood of having a wide range of sizes and 
shapes (Poli et al. 2008).

Every generation is evaluated by a fitness function to assign fitness values 
to individuals. The nature of the fitness function depends on the problem 
itself. The fitness function in this GP configuration evaluates the mathema-
tical expression in the individual on all of the values of the data set and 
calculates the coefficient of determination, better known as the R2 value, to 

Table 5. Our GP uses the following primitives to form its expression tree. We have modified some 
of the mathematical functions to control the output.

Primitives for GP Description

Fr , Re , y
b , I; b

D50
, σg 5-tuple or 6-tuple values acquired from the data sets

Random constants Float values in the range σg
þ; � ;� Elementary arithmetical functions
= Division returns 1 if the divisor is 0.
ffiffiffiffiffi
nj j

p
Uses absolute value

min a; bð Þ Returns the minimum of two values
tanh Returns the hyperbolic tangent
aj j bj j Uses absolute values. Returns 1 if results is greater than 1.
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determine the fitness of each individual. R2 returns a value between 0 and 1, 
where higher values are better. This scaled metric has provided better results 
than others, such as mean squared error (MSE), where the value depends on 
the error, because when MSE is used, there is no limit on the smallness of the 
error.

While the fitness value of an individual denotes how good the predic-
tions are, it is possible that the solution might fail when new data is 
presented. Overfitting solutions yield very good results with the training 
data, but poor results with new data. The purpose of training is to 
generalize the solution, so that it also yields good results with previously 
unseen data. A common approach to reducing overfitting is to divide the 
available data into three disjoint sets, respectively, for training, validation, 
testing. This approach decreases the amount of available data for training, 
but reduces overfitting (Dabhi and Sanjay 2015a).

To use these sets, a metric is required to discover whether the solution is 
overfitting during training. Vanneschi et al. proposed such a metric for genetic 
programming. Using only a training set and a testing set, they define over-
fitting by comparing the fitness on the training set and on the test set. For each 
generation, if test fitness (ftest) is better than the training fitness (ftraining), then 
there is no overfitting. Otherwise, the test fitness is compared to the best test 
point (btp), which is the best test fitness up to that generation. If test fitness is 
better than btp, then there is no overfitting. In this case, btp is updated and the 
training at best test point (tbtp) is set to training fitness. If the test fitness not 
better than btp, then the amount of overfitting is set to ftraining � ftest

�
�

�
� �

tbtp � btpj j (Vanneschi, Castelli, and Silva 2010).
The overfitting metric is used by dividing the data set randomly to disjoint 

training, validation, and test sets. The training set is the largest with 80% of the 
data, where validation and test sets are 10% each. Only the fitness scores from 
the training set are used for the individuals in the population. The validation 
set is used during the training to check for overfitting. The training continues 
until the training fitness is over 0.8 and there is no overfitting. Then, the 
solution is evaluated with the testing set to obtain a testing fitness value of 0.8 
or higher.

The fitness value of an individual also comes into play when mated with 
another individual. There are several approaches for the selection of an 
individual. This GP configuration uses a tournament of size 256, which gives 
good individuals a better chance of survival. The probability of mating two 
selected individuals is set to 0.9. Once they are selected and the probability 
allows them to mate, randomly selected nodes are exchanged between them 
with a 0.4 probability of choosing a leaf node.
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A vital component of GP is mutation, which introduces more variety to the 
population, and helps individuals gain new genes not yet available in the 
population. For this problem, finding a combination of mathematical func-
tions that yield good results requires exploration rather than exploitation of 
the genes. However, it is also important that the mutation probability does not 
prevent GP from converging. Of several mutation probabilities, a value of 0.3 
was found to yield the best results. If the individual will be mutated, a random 
node is selected in the expression tree and replaced with a newly generated one 
that has the same depth.

It is possible that the solutions converge to a fitness value that is below 0.8. 
When there is such a convergence, the fitness score stops improving for 
successive generations. The algorithm keeps track of this progress after gen-
eration 50. If there is no improvement in the fitness value for five successive 
generations, then the mutation probability is increased to 0.5 to allow to be 
introduced into the population and thus, a better solution to be found. If the 
results do not improve for 10 successive generations, the probability is 
increased to 0.7. However, once a better solution is found, it is set back to 
0.3. The number of generations to use the adaptive mutation probability and 
the probability values are determined empirically. This adaptive approach 
helps the algorithm to get out of local optimum points, and converge to 
solutions with higher fitness values.

The maximum number of generations is set to 2000, however, the algorithm 
stops once the best fitness exceeds 0.8, and there is no overfitting. It is possible 
that no valid solution is found after 2000 generations, since the algorithm only 
accepts solutions that have no overfitting.

All hyper parameters for the GP configuration is given in Table 6. The 
configuration was developed using the DEAP framework, which uses the 
Python programming language (Fortin et al. 2012).

Results and Discussion

There are different approaches in the literature evaluating the performance of 
empirical formulas or soft computing methods (Chicco, Warrens, and Jurman 
2021). A basic method is to find the mean squared error (MSE), which is 
simply the average value of the differences between the observed X and the 
predicted Y values. 

MSE ¼
1
n

Xn

i¼1
ðXi � YiÞ

2 (6) 
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The MSE can be used to obtain the root-mean-squared error (RMSE), which is 
sensitive to outliers, simply by taking the square root. Another metric is the 
mean absolute error (MAE), which is the magnitude of the difference between 
the observed and predicted values. 

MAE ¼
1
n

Xn

i¼1
Xi � Yij j (7) 

The scores for MSE, RMSE, and MAE require familiarity with the data set, 
because they give information about how much error occurs, but do not have 
a limit or a scale which makes it difficult to make judgment about the results.

Another approach is the mean absolute percentage error (MAPE), which 
gives the error and the percentage of the error using the observed value, as 
given in the equation below. MAPE gives an idea about the size of the error 
with respect to the observed values. 

MAPE ¼
1
n

Xn

i¼1

Xi � Yi

Xi

�
�
�
�

�
�
�
� (8) 

R2 or the coefficient of determination is another common metric used in the 
evaluation of the performance of formulas. It is defined as the square of the 
correlation coefficient. 

R2 ¼

Pn
i¼1 Xi � �Xð Þ Yi � �Yð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

i¼1 ðX � �XÞ2
Pn

i¼1 ðY � �YÞ2
q

2

6
4

3

7
5

2

(9) 

For each cluster, a formula has been determined using genetic programming 
and the performance of these formulas are given in Table 7, using MSE, RMSE, 
MAE, MAPE and the training, evaluation, and testing R2 scores. Lower scores 
are better in case of MSE, RMSE, MAE and MAPE, and the scores that are 
close to 1 are better for R2.

Table 6. The hyperparameters for GP.
Population

Initial Population Size 2000
Maximum Tree Depth 8 or 16
Maximum Number of Generations 2000

Selection
Method Tournament
Tournament Size 256

Crossover
Crossover Probability 0.9
Terminal Node Probability 0.4

Mutation
Mutation Probability 0.3
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The results show that genetic programming is able to generate formulas 
with very low mean errors and a good fit to the data. The R2 values show how 
far the predicted values match the observed values. This is more challenging to 
achieve in large clusters, such as FC5 cluster 5, FB6 cluster 2, LC5 cluster 2, and 
LC6 cluster 3, which have R2 values around 0.80. To better visualize the 
performance of GP, the observed and predicted values for these clusters are 
illustrated by a set of plots in Figure 3. The diagonal line between the predicted 
and observed values represents the case where there is an exact match, which is 
impossible to achieve practically. However, even for larger values, the points 
are accumulated around this line, which is considered to be challenging for 
empirical formulas. The plots also reflect the controlled nature of the labora-
tory experiments, where the data has a more balanced distribution among the 
values, and where real-life data has accumulated within lower values with a few 
cases at larger ones.

Table 7. Performance output of our method using MSE, RMSE, MAE, MAPE, R2 which denotes the 
score of the training set, R2

v which denotes the score of the validation set, and R2
t which denotes 

the score of the testing set. The clusters denoted by a ? use a maximum tree depth of 16. Values 
close to 1 are good for R2 and values close to 0 are good for other metrics. Also, R2

v > R2 and R2
t > 0:8 

are expected to reduce overfitting.
Data Set C. No MSE RMSE MAE MAPE R2

t > 0:8 R2
v R2

v

FC5 1 0.010548 0.102704 0.082777 0.173974 0.800275 0.901659 0.806172
2 0.006767 0.082261 0.062611 0.284608 0.886301 0.990725 0.944551
3 0.014459 0.120244 0.087787 0.248155 0.818108 0.957943 0.952453
4 0.015177 0.123196 0.094176 0.233933 0.800042 0.911575 0.822485

5? 0.021113 0.145303 0.099401 0.226149 0.804223 0.813475 0.850256
6 0.004274 0.065378 0.048102 0.096455 0.800589 0.94044 0.952424

FC6 1 0.016168 0.127153 0.104367 0.183802 0.829914 0.839057 0.802505
2 0.022309 0.149361 0.11143 0.225084 0.800074 0.905491 0.820097
3 0.020204 0.142142 0.111425 0.476774 0.801273 0.801296 0.898177
4 0.005677 0.075348 0.058403 0.119834 0.801458 0.962697 0.836493

FB5 1 0.021751 0.147481 0.095046 0.358539 0.805511 0.917735 0.874503
2 0.006076 0.077947 0.056641 0.146761 0.801219 0.938426 0.822956
3 0.007157 0.084598 0.050618 0.124501 0.801597 0.815069 0.933436
4 0.013893 0.117869 0.086634 0.262181 0.840243 0.861084 0.86661
5 0.033078 0.181872 0.117953 0.201597 0.805651 0.988427 0.997166
6 0.040691 0.201721 0.162625 0.188316 0.950066 0.988944 0.814211
7 0.090752 0.30125 0.219491 0.275207 0.803619 0.876843 0.89899
8 0.069585 0.263789 0.216059 0.484883 0.884063 0.894925 0.978398

FB6 1 0.070473 0.265467 0.184078 0.29092 0.804799 0.805718 0.875073
2* 0.031252 0.176783 0.129594 0.277199 0.800156 0.902358 0.878799

3 0.016938 0.130147 0.09608 0.251957 0.806265 0.930083 0.985587
LC5 1 0.046859 0.21647 0.172735 0.117959 0.806122 0.936091 0.808625

2 0.039697 0.19924 0.127225 0.120902 0.800543 0.89693 0.877788
3 0.033191 0.182185 0.128039 0.255181 0.802268 0.867877 0.871716

LC6 1 0.018447 0.135819 0.089953 0.110392 0.954166 0.973316 0.94131
2 0.042362 0.205821 0.140339 0.108058 0.906428 0.938249 0.948942
3 0.060059 0.245069 0.18656 0.217209 0.800005 0.864921 0.817699

LB5 1 0.025306 0.159079 0.125686 0.110948 0.807244 0.826339 0.95947
2 0.020862 0.144435 0.094551 0.061326 0.837667 0.842955 0.990569

3* 0.023271 0.152547 0.107668 0.073573 0.802954 0.884066 0.898402
LB6 1 0.01592 0.126175 0.098589 0.067734 0.8101 0.837749 0.928907

2 0.017996 0.134151 0.10424 0.068116 0.801582 0.897684 0.94088
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The most significant outcome of these results is that hierarchical clustering 
make it possible to bring together a large number of similar observations from 
different studies. Rather than reporting the intervals on several parameters, the 
clustering process forms more homogeneous data sets which in turn helps to 
improve R2 scores.

Even though the proposed approach appears to prevent generalization by 
forming several clusters, and running genetic programming on all of them, it 
can promote generalization of the data, but only in observations that are 
similar. Since these data sets have measurements from different environ-
ments and setups, the parameters are unable to capture all of the forces 
acting on a local scour. Therefore, clustering helps bring together similar 
observations where it is impossible to conduct manual or visual separation 
in five or six dimensions. Table 8 lists the centers for each cluster. The 
centers for the clusters within a data set have distinct values, bringing 
together similar observations, and therefore improving the scour depth 
prediction.

Figure 3. These plots of large clusters show how similar the predicted values are to the observed 
values. The y ¼ x diagonal line shows perfect fit to data. The plots show that laboratory observa-
tions are more controlled and almost evenly distributed while the field data accumulates at 
a range between 0 and 2, while having larger values occasionally.
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Depending on the category of the data, the closest Euclidean distance 
between the data and the cluster center determines the formula to be used. 
For the resulting 32 clusters, there are 32 formulas, most of them very large. 
Instead of reporting them here, the formulas are made available online at 
http://homes.ieu.edu.tr/koguz/research/scour/ with a simple user interface 
that finds the closest cluster and predicts the scour depth ds using the formula 
of that cluster, as mentioned earlier.

For a comparison of our results and existing empirical solutions, the three 
most commonly used formulas are tested with the data. The HEC-18 is also 
known as the Colorado State University equation (Richardson and Davis 
2001), and defined by the formula in Equation 10 where K1 is the correction 
factor for pier nose shape; K2 is the correction factor for angle of attack of 
flow;K3 is the correction factor for bed condition; K4 is the correction factor 
for armoring by bed material size and Fr is the Froude Number directly 
upstream of the pier. 

ds

b
¼ 2:0K1K2K3K4

y
b

� �0:35
F0:43

r (10) 

Table 8. The centers of the clusters after hierarchical clustering.
Data Set Cluster No σg Fr Re y=b u=uc b=D50

FC5 1 0.22523 9460.9 0.93748 0.76859 840.37
2 0.43685 101600 1.3305 0.72798 63.334
3 0.39784 82812 2.0848 0.85888 155.98
4 0.26706 50300 3.5868 0.57963 187.46
5 0.12023 18350 2.8768 0.35992 569.81
6 0.25666 6881.5 0.86875 0.86132 453.31

FC6 1 2.088 0.086631 5487.4 4.8355 0.76803 1134.4
2 2.0313 0.1758 33514 4.7772 0.56 599.14
3 4.495 0.19933 22775 1.1289 0.52884 2172.9
4 0.66437 0.32738 15149 0.84542 0.76955 361.14

FB5 1 0.18635 699.28 1.001 2.1132 44797
2 0.23587 2917.1 1.1627 1.2118 936.14
3 0.45762 41529 0.99893 1.6898 2338.6
4 0.3796 41685 2.1273 1.196 356.82
5 0.14767 730.46 5.1409 1.8741 1381.9
6 0.34404 710.79 1.6204 5.853 14416
7 0.18932 861.14 5.8938 3.8194 6617.9
8 0.16381 659.78 2.3986 2.045 9951.1

FB6 1 0 0.22107 1247 1.0164 2.4522 18002
2 2.6317 0.16538 1203.6 4.2282 1.8365 1807.4
3 0.20432 0.41924 8624.2 0.48098 1.9522 3285.3

LC5 1 0.14475 205.95 4.1297 0.73695 157.23
2 0.19582 230.61 2.0522 0.71364 132.87
3 0.27564 191.53 0.68275 0.78205 269.4

LC6 1 1.2557 521.34 923.42 1.3144 0.6365 61.063
2 1.2618 298.05 438.91 2.8188 0.56056 40.873
3 1.3749 106.99 204.69 2.4483 0.72297 202.75

LB5 1 0.54032 1056.3 1.2347 1.3139 312.3
2 0.81302 717.62 1.7719 3.0048 283.25
3 0.46511 594.87 4.5693 1.7203 78.192

LB6 1 1.2881 0.51422 310.19 2.679 2.1087 173.97
2 1.591 0.51357 765.73 3.8135 1.5889 53.494
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The second empirical formula is by Melville (Melville 1997) as given in 
Equation 11. In this formula Kyb is the depth size for piers; KI is the flow 
intensity; Kd is the sediment size; Ks is the pier shape coefficient; KΘ is the pier 
alignment and KG is the channel geometry. 

ds ¼ KybKIKdKsKΘKG (11) 

The third formula is by Jain and Fischer as given in Equation 12 where they 
provide different formulas for the cases that involve the critical Froude 
Number Frc defined as Frc ¼ uc=

ffiffiffiffiffigyp (Jain and Fischer 1979). 

ds1
b ¼ 2:0ðFr � FrcÞ

0:25 y
b

� �0:5
; for Fr � Frcð Þ � 0:2; live � bed scour

ds2
b ¼ 1:85F0:25

rc
y
b

� �0:3
; for Fr � Frcð Þ � 0; clear � water scour

ds
b ¼ max ds1; ds2ð Þ; for 0< Fr � Frcð Þ< 0:2

(12) 

These empirical formulas are run on the observations of each of the 
clusters that are formed by the proposed method. The R2 results are 
given in Table 9 alongside the scores of the results generated by genetic 
programming.

Table 9 shows generally poor performance of the empirical formulas com-
pared to the formulas generated by GP. It is apparent that it is impossible to 
obtain a single formula to predict the scour depth in all of these cases without 
understanding the contribution to the problem of each parameter, including 
those yet to be identified.

Another analysis that can be performed is the effect of having 5-tuples 
or 6-tuples for scour depth prediction. Collecting measurements is chal-
lenging, therefore further analysis is required to discover whether the 
prediction with 5-tuples is as good as that with 6-tuples. Since we cannot 
add σg values to 5-tuples, we use 6-tuple data sets and compare the R2 

values for these using their variables other than σg . Table 10 lists the 
results when σg is removed from 6-tuple sets. In the majority of the data 
sets, removing σg resulted in lowered R2 values, especially for larger data 
sets. The variable the geometric standard deviation of the particle size 
distribution σg shows uniformity of the sediment particles and if σg > 1:3 
the sediment particles can be considered as uniform. In case of σg > 1:3, 
armoring occurs on the channel bed and in the scour hole around the pier 
(Melville 1997). We hypothesize that varying results may be due to the 
grain distribution curve of sediment particles within the clusters.
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Table 9. The performance comparison of our method with formulas HEC-18 (Richardson and Davis 
2001), Melville (Melville 1997), Jain and Fischer (Jain and Fischer 1979).

Data Set Cluster No HEC-18 Melville Jain and Fischer This Study

FC5 1 0.331507971 0.277580098 0.014565934 0.800275
2 0.062945935 0.086026014 0.106400447 0.886301
3 0.3497482 0.243307859 0.158143031 0.818108
4 0.082890735 0.00319219 0.029988405 0.800042
5 0.294976311 0.290508087 0.011480782 0.804223
6 0.157357114 0.014570134 0.303799706 0.800589

FC6 1 0.191933014 0.271378606 0.100487313 0.829914
2 0.090716458 0.012302472 0.023148688 0.800074
3 0.048153021 0.001489986 0.026724057 0.801273
4 0.011271844 0.048136217 0.000632862 0.801458

FB5 1 0.003662855 0.00000541 0.063332313 0.805511
2 0.001912554 0.002051145 0.00875351 0.801219
3 0.019361782 0.104417575 0.0016195 0.801597
4 0.000212602 0.027951078 0.128290568 0.840243
5 0.069550409 0.022266545 0.028556313 0.805651
6 0.145290394 0.004444581 0.136717185 0.950066
7 0.129009955 0.020443494 0.09620118 0.803619
8 0.011322782 0.066984863 0.0000001 0.884063

FB6 1 0.498485523 0.287938708 0.26357265 0.804799
2 0.027278085 0.009814272 0.280456651 0.800156
3 0.078048793 0.328535146 0.362830688 0.806265

LC5 1 0.027976806 0.022102936 0.015052039 0.806122
2 0.22501321 0.074365415 0.144046591 0.800543
3 0.085320422 0.061751552 0.090877131 0.802268

LC6 1 0.468782091 0.702613603 0.79191282 0.954166
2 0.191146756 0.454842754 0.145084758 0.906428
3 0.029543504 0.146357597 0.097010229 0.800005

LB5 1 0.14901361 0.254375712 0.546943456 0.807244
2 0.380280717 0.263218018 0.413500722 0.837667
3 0.001834544 0.013692274 0.003130038 0.802954

LB6 1 0.614636767 0.398204689 0.640002654 0.8101
2 0.029094086 0.026969666 0.008632601 0.801582

Table 10. Comparison of R2 with and without σg parameter for clusters with 6-tuples.
Data Set Cluster No R2 for 5-tuple R2 for 6-tuple

FC6 1 0.8911 0.8413
FC6 2 0.7891 0.8138
FC6 3 0.8711 0.8238
FC6 4 0.7946 0.8596
FB6 1 0.9023 0.8199
FB6 2 0.8019 0.8207
FB6 3 0.9254 0.8971
LC6 1 N/A 0.9551
LC6 2 0.9311 0.9222
LC6 3 0.8503 0.8132
LB6 1 0.6736 0.8370
LB6 2 0.1221 0.8315
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Conclusion

In this study, a new approach to scour depth prediction is proposed. All the 
available data in the literature were collected and they are grouped by hier-
archical clustering to find the real classes in them. For each cluster genetic 
programming was used to evolve formulas that operate with constants, vari-
ables, measured data, and modified mathematical functions.

The results show that when GP is performed on clusters that contain similar 
observations, the mean errors decrease and the predicted values become more 
correlated to the observed values. When compared with the existing empirical 
formulas, better results are implied for formulas tailored to specific classes 
compared to a single general formula for all cases. The existing formulas were 
only successful in a few clusters, possibly those similar to the data they were 
developed for.

A JavaScript application is made available to find the closest cluster and to 
apply the formula for that cluster. The cluster centers and formulas specific to 
each cluster are also listed in the source code of this application. The client- 
based application works online, which makes the results of this study generally 
available. The application could be used to predict the scour depth when the 
relevant parameters are provided.

While the application provides access to the results of this study, it should 
be noted that these formulas were evolved from previously existing data. As 
mentioned earlier, some measurements not sufficiently close to any cluster 
center have been removed as outliers; however, as new observations become 
available, these outliers could form new clusters. Therefore, the process should 
be repeated to allow new formulas to be evolved in the future. However, this 
does not alter the strength of the proposed approach. Grouping similar 
observations from different studies increases the sample size, and provide 
better generalization within the cluster itself.
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