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January, 2022 

 

Efficient and optimal production is the main objective for firms disregarding 

their industry. Efficiency and productivity are variables which have lots of dynamics. 

As every dynamic, which requires human labor, efficiency and productivity are also 

affected by employees. According to psychologists, stress is the fundamental issue that 

affects work efficiency. Many studies indicate that stress has physical effects as much 

as mental effects on people. The aim of this study is to ascertain indirect effects of 

stress to production efficiency and productivity. With the aid of Data Envelopment 

Analysis and Item Response Theory, two different production plants located in Izmir, 

Turkey have been examined via Likert-type questionnaire specifically designed to 

measure work stress (WSQ) and via detailed efficiency analysis. Results indicate that 

stress affects not only employees but also firms’ overall efficiency as well. 

 

Keywords: Efficiency, Worker’s Stress, Item Response Theory, Data Envelopment 

Analysis, Frontier Analysis  
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Verimli ve optimal üretim sektör gözetmeksizin bütün firmaların ortak 

hedefidir. Verimlilik ve üretkenlik dinamiği çok fazla olan değişkenlerdir. İnsanın 

olduğu her alan gibi verimlilik ve üretkenlik de dolaylı yoldan çalışan performansına 

bağlıdır. İş verimliliğini etkileyebilecek insan kaynaklı en temel unsur stres olarak 

görülmektedir. Araştırmalar, stresin insan üzerinde zihinsel olduğu kadar fiziksel 

etkileri olduğunu da göstermektedir. Bu çalışmanın amacı stresin insanlar üzerindeki 

dolaylı etkilerini incelemek ve üretim sektöründe çalışanların iş kaynaklı yaşadıkları 

stresin verimlilik ve üretkenliğe dolaylı etkilerini gözlemlemektir. Veri Zarflama 

Analizi ve Madde Tepki Kuramı ile Türkiye’de bulunan iki ayrı üretim fabrikasının 

çalışanları üzerinde yapılan anket uygulaması ve verimlilik analizleri stresin sadece 

çalışanların değil aynı zamanda firmanın verimliliğine de zarar verdiğini göstermiştir. 

 

Anahtar Kelimeler: Verimlilik, İş Stresi, Madde Tepki Kuramı, Veri Zarflama Analizi.  
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CHAPTER 1: INTRODUCTION  

Stress is a reaction that living creatures gives for the requirement of any 

adjustments or response. It can occur in many forms like mental, physical or emotional. 

Stress is a part of our lives in many areas, as it can be observed as positive and negative 

(Matthews, 2000). Stress can drive individuals to meet a deadline or maybe prevent 

themselves from a dangerous state, which can be a positive effect. However, stress 

most likely emerges as a negative phenomenon especially at work. Work related stress 

is a rising subject of interest since the mental-illness frequency is drastically increases 

among the employers as well as employees (Black, 2008). It can undermine the success 

of both individuals and organizations, some problems caused by stress are increased 

absenteeism and turnover, reduced quantity and quality of work, reduced job 

satisfaction and morale, problems of recruitment, poor communication and increased 

conflict (Michie, 2002). These outcomes have significant impact on firms’ profitability 

and productivity. According to State of Global Workplace, 85% of employees 

disengaged or not focused on the work they are performing can cause almost $7 trillion 

to the company (Harter, 2017). Additionally, American Institute of Stress reports that 

roughly 12% of people have called sick due to job stress consequently, Stress related 

sickness causes business to lose almost $300 billion which has adverse impact on some 

firms and even could lead to bankruptcy (Business News Daily, 2020). Due to its 

cruciality, numerous firms initiated to launch their own policy combining their firm 

standards and the policies that are created by the institutes like World Health 

Organization and precisely workplace health-oriented organization like European 

Network For Workplace Health Promotion. It is another proof that work related stress 

not only causes individual inefficiency but also the work efficiency and productivity 

are affected affluently. This indicates that stress-free work environment provides less 

input, more output of better quality, and better performance overall (Blumenfeld and 

Inman, 2009). In that sense, it is crucial to answer, how is the productivity and 

production efficiency is affected by the worker’s stress levels? What performance 

measures must be considered, regarding the existence of stress, to measure 

productivity and production efficiency?  In light of the answers for the research 

questions, firms may consider measuring the performance in terms of organization 



 2 

productivity with the enhancement of potential gain that will be provided by labor 

quality attribute: Stress. 

 To analyze the impact of stress, it is offered to consider the measurement 

process to be separated. The actual production process that an organization uses to 

measure the productivity and efficiency and additionally the labor quality process. The 

actual production process expresses the operational production of goods and services, 

production planning process, decisions about production technology etc. The labor 

quality process indicates the supportive activities that aim to improve the 

organizational efficiency and productivity through promotion of labor quality 

attributes (Ødegaard and Roos, 2014). This case specifically refers to worker’s stress 

levels, hence the labor quality process will be called stress affected process in this 

study. Although, worker’s stress levels may not have direct impact on production 

processes, it is believed that it may have an important effect in average organization 

productivity. Accordingly, the objective of this study is providing a methodology to 

measure the contribution of worker’s stress levels to the firm’s overall efficiency. The 

suggested measurement technique will be provided by a renowned methodology to 

perform a study on productivity and production efficiency: Data Envelopment 

Analysis (DEA). The main reason that DEA is preferred is it is a non-parametric 

approach that avoids technological changes therefore does not require any variable 

definition for technology (Tyrone, Chia-Chi and Tsui-Fen, 2009). Also, to balance the 

deterministic environment of DEA, Bootstrap analysis is performed over the 

production data. The methodologies that are mentioned will be explained in Section 2 

in detail. This study distinguishes from other stress-related studies with several 

notions. To the best of our knowledge, most of the studies about stress in work 

environment consider human focus, which means main idea is to reduce the work 

stress for the employees. This study, however, focuses more to the managerial side of 

the stress as well as employees. Another distinction is that this study contains solely 

two different manufacturing firms in Turkey. Since stress has a cultural side, 

perspective of stress is also changing depending where it is occurred. 

 This study will have several contributions to operations research literature as 

well as to the worker’s health and industrial and organizational psychology literature. 

For operations research and management, it provides significant insights for the firms 

to take into account like labor quality process and what impact can occur due to stress. 
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It will also be supported that DEA is a reliable choice to measure the productivity and 

production efficiency when latent variables like stress are included. Additionally, one 

benefit for worker’s health and industrial psychology literature is that the worker’s 

stress levels can be identified regarding the outcomes of the study and can be used for 

the future work on stress in automotive and packing industry. Finally, this study 

provides insights about the current pandemic and its mental effects over employees 

since we added a question to WSQ about pandemic. 

 It is believed that human engineering has drastic effects on firm’s 

sustainability. Sustainable production and balance work environment is something that 

many organizations lack. Managers are not giving enough attention to worker’s stress 

unless it affects the company’s benefits. This is our main motivation to study worker’s 

stress. We would like to take the attention to the worker’s stress levels because every 

individual deserves to be in a peaceful work environment that not only fulfills firm’s 

goals but also the individuals’ in this case the employees’ expectations from the firm 

itself. Managers and employers can observe the effects of stress that affect not only 

the workers but also the firms. And with the aid of this study, companies may go one 

step further to develop a sustainable, worker friendly work environment. 

 The thesis will proceed with Section 2 which covers literature review about 

techniques and methods we used in our study. In Section 3, description of our data and 

data preparation for DEA and IRT are discussed. Section 4 explains our main 

methodologies in detail. Analysis and results are given in Section 5 and finally in 

Section 6, we summarized the findings and discussed the future work. 
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CHAPTER 2: LITERATURE REVIEW 

 Literature review contains brief information about stress in the workplace and 

the conducted experiments. Starting with the DEA which is the main methodology that 

is used in the study. The studies about production efficiency and productivity consists 

of two main methodologies: Data Envelopment Analysis (DEA) and Stochastic 

Frontier Analysis (SFA). Although the selection of the methodology might be affected 

by the data variables and objective of the study in some cases, the selection process 

can be considered arbitrarily which mostly depends on the preference of the 

researchers (Wadud and White, 2000). In this study, DEA is used as a main 

methodology to model the efficiency since it is non-parametric and uses deterministic 

input and output data. Continuing, Malmquist Productivity Index is used to measure 

the relative efficiency and productivity through a specific time period. It is one of the 

most robust techniques to conserve the efficiency changes as well as comparison over 

two different economic technologies. Since a qualitative variable is considered in the 

thesis (stress), one of the most crucial parts is to create an accurate and detailed survey 

to measure the stress levels of the workers. For this purpose, Work Stress 

Questionnaire (WSQ) is adopted. This survey is designed specifically for measuring 

the work stress. In Section 2.3, WSQ will be discussed in detail. Review will proceed 

with Item Response Theory (IRT) to create a better understanding on qualitative 

survey to quantitative results and will give brief information about Graded Response 

Theory which is a sub-method in IRT. And also provides brief information about 

Confirmatory Factor Analysis. Maximum Likelihood Estimation is another 

methodology that is used to estimate the proper parameters for GRM. The model, its 

history, advantages and disadvantages will be mentioned as in the previous sections. 

Chapter 2 continues with Mokken Scale Analysis and its brief review. Another crucial 

method is bootstrapping which is used to get more realistic results through the given 

data. Lastly, the program RStudio that is used to analyze and interpret the results is 

discussed. 

 This study has several differences compared with the peer studies that also aim 

to display the contributions of stress to work efficiency. One of the strengths of this 

study is the usage of Work Stress Questionnaire which is proved to be a renewed and 

robust measure for stress in work environment. To the best of our knowledge, this has 

not been used for Turkish firms before.  
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2.1 Data Envelopment Analysis 
 

In this section, the development of Data Envelopment Analysis (DEA) 

throughout the years is explained and some crucial studies about the approach are 

given. Additionally, since this study mainly focuses on production applications, 

studies about manufacturing are extended. 

 

2.1.1 Data Envelopment Analysis: History and Applications 

 
 Farrell (1957) planted the seed of DEA by seeking an efficient method for 

determining productivity. They did not directly use the basic DEA model (CCR model) 

but its dual. Therefore, the dual of the CCR model is also known as Farrell Model. 

Main suggestion of this monumental article was that the current methodologies were 

too restrictive for the use of multiple inputs that would make the evaluation process 

closer to the realistic standards (Farrell, 1957). DEA is introduced as a term by Charles, 

Cooper and Rhodes (1978).  It can be considered as a revision on Farrell’s study that 

measures the efficiency of several schools (Charles, Cooper and Rhodes, 1978). Later 

on, the simplest and most popular DEA model is named as CCR model which is a 

combination of the initials of three authors.  

 After the developments and the increased attention about the technique, DEA 

became a renowned subject for operations research and production studies as well as 

economics. Energy to environment, tourism to sports, DEA is one of the most 

commonly used production enhancement methods in both service and production 

industries. Figure 1 displays the distribution of the studies according to the areas of 

study. Regarding popularity, since it is quite challenging to mention all areas of study, 

we focus on five areas: Banking, Health Care, Agriculture, Transportation and 

Education. Overall, between 1975 and 2010, 10.31% of the studies are about banking, 

followed by 8.65% health care, 8.23% agriculture, 7.95% transportation and 5.87% 

education (Lui et al., 2013). The milestones and crucial studies about the top areas will 

be discussed to create an overall idea about how DEA evolved and affected the 

literature along the way. 
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Figure 1. Distribution of the studies regarding the area of study in DEA 

 

Banking:  As a field, banking is one of the most crucial areas of study since efficiency 

is the key measure regarding the development pace. The first use of DEA in the 

banking industry goes way back to the study of Sherman and Gold (1985). In this 

article, they applied the DEA to measure the efficiency of bank branches, in those days 

DEA was a new method to use in any industry so they used the classical CCR model 

which was getting popular and popular with each and every article published. Sherman 

and Gold showed that DEA has numerous advantages to provide a managerial insight 

through efficiency. Additionally, they included the limitation of the method on 

banking industry as well for the potential future works. Rangan (1988) took Sherman 

and Gold’s work one step further and again studied DEA to measure the technical 

efficiency in 215 banks. One significant contribution is that Rangan had realistically 

enough random sample from a sufficient number of banks compared with Sherman 

and Gold’s study. Concluding the article, study provides drastic results which indicates 

that 70% of the input is enough to produce the same amount of output. Berg, Forsund 

and Jansen (1992) applied DEA to measure the productivity of three Nordic banks in 

Norway, Finland and Sweden. The productivity differences are measured by 

Malmquist indices (bilateral index which is used to compare two different productivity 

levels of two different economies). They showed that Swedish banks have better 

position among Nordic banks. 

Continuing, DEA evolved and is being used even more in the 21. century with 

the enhancements of the previous studies and different DEA methods are introduced 

like network DEA model. Banking efficiency performance measures also became 
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almost default hence a procedure-like method is developed to facilitate and expedite 

the estimation of productivity and efficiency.  

 

Health-Care: Health-care is also substantial as a field in every literature since it 

requires rapid response and efficient service to make treatments as effective as 

possible. An insufficient healthcare system might cause mortalities, which is the main 

concern of every nation, compared with the properly managed peers. Measuring the 

efficiency of healthcare systems begins with two significant articles Nunamaker 

(1983) and Sherman (1984). Nunamaker (1983) studied the efficiency of nursing 

service efficiency in Wisconsin hospitals and resulted those more inefficient hospitals 

are identified via DEA compared with the previous studies on the same hospitals. 

Additionally, Sherman (1984) provided answers for some groups of teaching hospital 

efficiencies and concluded that two hospitals are inefficient according to the DEA.  

 

Agriculture & Farm: As having a significant role in overall development process, 

DEA was uniquely new concept for agriculture when Färe, Grabowski and 

Grosskopf (1985) published their article on Technical Efficiency of Philippine 

agriculture. In this article, authors developed three different efficiency measures and 

resulted that even though some flaws can be observed, Philippine agriculture was 

mostly efficient regarding the provided data. Apart from this, Chavas and Aliber 

(1993) worked on estimating the different efficiency levels in Wisconsin farms. This 

article is a distinct article with the property of not only measuring the technical 

efficiency but also calculating scope, scale and allocative efficiency as well. 

 

Transportation: Schefczyk (1993) analyzed 15 different airlines’ efficiencies, 

regarding their operating cost, available ton km, non-flight assets as inputs and revenue 

pass. The methodology included the extension of previous methodologies with DEA 

and resulted that for 14 out of 15 airlines, the focus of core business of passenger 

transportation has been beneficial to the performance. Taking as an example, 

proceeding article adjusted the airways efficiency model that is constructed regarding 

the DEA applications. 

 

Education: As a field, education has been the pioneer for the DEA applications with 

just starting early with the article that assesses productivity with the aid of 
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mathematical programming (Bessent et al., 1980), which follows the work of Charnes, 

Cooper and Rhodes and analyzes the productivity in Houston Independent School 

District and resulted that 46.7% of the schools were inefficient. Additionally, article 

also highlights the difficulties about data collection. 

 

2.1.2 Data Envelopment Analysis in Manufacturing 

2.1.2.1 History 
 

Since DEA was proposed in 1978 by Charnes et al., it has been used by many 

industries with several different purposes like managerial insights, discovering 

potential gains, improving production activities etc. To the best of our knowledge, the 

potential use of DEA for managerial enhancements starts with Norsworthy and 

Malmquist in 1983. Study mainly analyzes the multi-factor productivity growth in 

Japan and the USA. Although DEA is not mentioned as a direct methodology, the 

process they followed through is quite similar to DEA (Norsworthy and Malmquist, 

1983). Proceeding with Epstein and Henderson, study displays significant 

measurement and requirements for diagnosis and control for production efficiency via 

DEA. Additionally, the article gives substantial insights about the limitations and 

advantages of the methodology for both in diagnosis and performance measurement 

(Epstein and Henderson, 1989). The limitations and benefits of DEA on manufacturing 

application are further discussed in Sections 2.1.2.3 and 2.1.2.4. In the late 90’s, DEA 

was also considered as a significant tool for staffing efficiency in manufacturing which 

can detect any misinterpretation that affects efficiency (Ward et al., 1997). Entering 

the millennial, green manufacturing was growing through the literature of production 

and operations research. In 2005, DEA also gave significant insights for green 

manufacturing process assessment (Zhang and Wang, 2005). Regarding the wide 

application field, with the developing technology and the growth in data science, 

contemporary DEA articles often emphasize the improvement and adjustments of the 

currently developed model especially for the use of social experiments.  
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 2.1.2.2 Model Development 

 

Although DEA models can vary for numerous applications such as two-stages 

DEA, BCC models, in manufacturing, adjusted versions of basic CCR models are 

more often used. Comparing several articles, the main adjustment to the CCR model 

is the addition of integrity variables to model technology and identifying peer DMUs. 

Intensity variables defined and adjustments made on model that is considered in the 

study are discussed in Section 4.2. briefly. 

 

2.1.2.3 Advantages and Strengths  

 

Despite peer methodologies, the main advantage of DEA is that it can handle 

many input and output models. This brings important variety to the models as well as 

facilitates the struggle with big data. Additionally, it doesn’t require an assumption or 

specific definition for the objective function since it contains the ratio of the inputs and 

outputs (Ali and Lerme, 1997). Another critical advantage of DEA is the capability of 

handling the ordinal and qualitative data. This extends the application field of the DEA 

with the support of several models such as Graded Response Models. Also, with the 

dual of the specified DEA model, the behavior of the DMUs can be observed. Lastly, 

any inefficiency caused by DEA models can be also identified via DEA (Charles, 

Cooper and Rhodes, 1978). 

 

2.1.2.4 Disadvantages and Limitations 

 

Although DEA has lots of benefits for both researchers and firms to assess the 

efficiency, it also has some limitations as well. The inputs and outputs must be chosen 

carefully due to the sensitivity for both inputs and outputs of the model. In addition, 

high efficiency levels may lead researchers to misinterpret the results when comparing 

relative efficiencies. DEA is a method that is quite open to errors since it ignores the 

statistical errors. This leads numerous researchers to use data correction methodologies 

such as re-sampling or bootstrapped DEA. Proceeding with, DEA can evaluate a 

specified period of time which means it cannot handle the changes due to time. 

Conversely, this problem can be eliminated by Malmquist – like DEA indices. Last 
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but not least, DEA ignores the impacts of exterior variables that are also a part of 

operations. 

 

2.2 Malmquist Productivity Index 

 

In this section, foundation and development of Malmquist Productivity Index 

(MPI) is mentioned briefly with the extension of manufacturing applications. Also, 

index development and its interpretation are given as well.  

 

2.2.1 MPI: History and Applications 

 
 Malmquist Index was first studied by Stem Malmquist in 1953, which basically 

represents the amount by which one consumption bundle must be scaled in order to 

generate the same utility level provided by some base consumption bundle (Grifell-

Tatje and Lovell, 1995). The main contribution to the measurement of productivity, 

however, was developed by Caves et al. (1982) and also supported by Nishimizu and 

Page (1982) where they expand the MI to study the total factors productivity as well 

as relative efficiency (Caves, Christensen and Diewert, 1982). Since then, MPI has had 

a considerable amount of space in operations research literature. Agriculture to 

banking, airlines to public sectors, MPI has been chosen as a main productivity 

estimate.  

 

Public Sector: Applications in the public sector have a special place in the literature 

since DEA is used for the estimation of Malmquist Index for the first time by Fare et. 

al. (1994) where the authors analyze Swedish hospitals. They used the Malmquist 

productivity index to measure the technical efficiency and efficiency changes. The 

results displayed the efficiency changes in 17 hospitals and additional to that technical 

efficiency levels indicated the improvements as well as the regress (Färe et al., 1994). 

Additionally, Magnussen (1994) also studied 46 different Norwegian hospitals and 

again resulted the considerable amount of difference in productivity measures. Again, 

Fare et. al. (1997) worked on international productivity growth in health care delivery 

in 19 OECD countries with two different DEA models. Other than the health-care 

sector, MPI gained popularity through Norwegian road sector studied by Odeck (1993) 

where they investigated the productivity changes for the time period 1989-1991. 
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Proceeding with Taskin and Zaim (2000), where they used the non-parametric 

Malmquist Index model to study the public enterprise sector in Turkey for years 

between 1974 -1991, they discovered the public sector growth was significantly lower 

than private sector growth. 

 

Banking: The measurement of banking industry with MPI mostly includes the studies 

within a specific country which means the international comparisons are not very 

popular. Again, the applications contain the classical components of MPI which are 

technical efficiency and efficiency changes. Berg et al. (1992) created an input-based 

productivity model to observe the efficiency changes in Norwegian banks. As outputs, 

they used the loans and deposits and resulted that for the first periods the regress 

occurred and later on progress of the sample average (Berg, Forsund and Jansen, 

1992). Similarly, Fukuyama (1995) studied an input-based MPI for Japanese banks 

and resulted in a uniform decline in productivity. Bauer et. al. (1995) also displayed a 

similar result that can be computed by input-based model where authors examined the 

U.S. banks between 1977-1988 and again the outputs were loan based. 

 

Agriculture: Thirtle, Hadley and Townsend (1994) used input-based MPI to estimate 

and compare the productivity levels and agriculture sector growth in several African 

countries and resulted that productivity growth is not significant but mostly positive 

(Thirtle, Hadley and Townsend, 1994). Also, an output-based method was developed 

by Tauer (1994) in order to estimate the productivity in U.S. dairy farms in three 

different articles. The article has an important place in the literature since the author 

proves the adjustability of the MPI with adding chance constraints. Lastly, Ozden, 

Armagan and Bekcioglu (2010) justified the productivity and efficiency measurement 

significance around the developing countries such as Turkey with the study they 

conducted on crop production all around the country and resulted in efficiency changes 

occurring due to regional differences. 

 

Transportation: McMullan and Okuyama (1996) applied a non-parametric approach 

in order to estimate MPI to measure the productivity in U.S. motor carriers and found 

drastic technological decreases occurring in a given time period (McMullen and 

Okuyama, 1996). Another unique study is measuring the changes of carbon-dioxide 

emission and its effects on transportation productivity with the aid of Malmquist 
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Environmental Productivity Index. It is proved that the increase in carbon-dioxide has 

negative impacts on transportation productivity in the U.S. between the years 2002-

2012 (Choi and Roberts, 2015). 

 

2.2.2 MPI: Applications in Manufacturing 

 
Productivity and efficiency changes have a significant effect on manufacturing 

applications. If it is not done properly, simple statistical analysis can cause thousands 

of dollars and reputation loss for the organizations as well as the negative impacts on 

countries’ economic growth. Accordingly, Sowlati and Vahid (2006) measure 

Canada’s wood manufacturing sector using the MPI and DEA again with the core 

component of MPI: technical efficiency and efficiency changes. The results were quite 

interpretable and showed the drastic improvement on Canadian manufacturing over 8 

years between 1994 - 2002 which is caused by mainly frontier shifts (technical 

efficiency improvements) (Sowlati and Vahid, 2006). Another striking study 

conducted in Hi-tech industry of China by Qazi and Yulin (2012) who measure Total 

Factors Productivity with output based MPI and DEA to observe the productivity 

changes for 15 different hi-tech industry firms and concluded that the office equipment 

industry is on the lead with 3.7% productivity gain (Qazi and Yulin, 2012). Also, a 

recent study is conducted on Indian textile manufacturing using output oriented MPI 

by Gambhir and Sharma (2015). Authors stated significant evidence about the effects 

of technical efficiency and changes on productivity gain in 160 textile companies 

irrespective of their scale (changing between small to large segment firms). 

Interpretation of MPI in manufacturing applications suggests even though input or 

output-based analysis doesn’t affect the outcome much, to facilitate and forecast the 

behavior of productivity movement, output oriented MPI and DEA are appropriate. 

 

2.2.3 MPI: Index and Interpretation 

 
 MPI is a bilateral index which is commonly used for explaining the differences 

of two economies regarding their production technology. It is derived from a 

production function which gives technological relations of inputs and outputs. The 

commonly used model for MPI is to determine the efficiency changes over time. 

Therefore, it is crucial to understand the main components of MPI which are the catch 
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up or recovery and frontier shifts, in other words the innovation. Catch up as a term 

refers to which amount a specific DMU can achieve for improving its efficiency. 

Frontier shift displays the shift in the efficiency frontiers around the decision-making 

units (DMU) between two different time periods. Accordingly, MPI is the combination 

of these terms: 

 

MPI = (Catch up) × (Frontier shift) 

 

Catch up: To examine the MPI in detail, it is necessary to understand the components 

and how they are calculated in the index. Let (x0, y0)1 and (x0, y0)2 be the sets in 

production possibility function for time periods 1 and 2 where x refers to the input 

vectors and y to the output vectors, which denote the input and outputs as vectoral 

values. The catch-up effect is calculated as follows: 

 

Catch up =
Efficieny of (x0,y0)2 w.r.t. period 2 frontier

Efficieny of (x0,y0)1w.r.t.  period 1 frontier
 

        

 Above ratio can be interpreted as follows: if its value is greater than 1, that 

shows progress in relative efficiency and otherwise, it means a regress or no change 

over the given period of time. 

 

Frontier Shift: It is a significant component of MPI in order to evaluate the 

productivity changes. Let !1 be frontier shift for period 1 and !2 for period 2.  The 

equation of the frontier shift at (x0, y0)1  : 

 

 

Frontier Shift Effect(δ1) = 
Efficieny of (x0,y0)1 w.r.t. period 1 frontier

Efficieny of (x0,y0)1w.r.t. period 2 frontier
 

 

Similarly for (x0, y0)2  : 

 

Frontier Shift Effect (δ2) = 
Efficieny of (x0,y0)2w.r.t. period 1 frontier

Efficieny of (x0,y0)2 w.r.t. period 2 frontier
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Using the given equations, Frontier Shift is calculated as the geometric 

average. If the frontier shift is greater than 1, it shows a progress in the front technology 

from period 1 to 2; otherwise, it refers to no change or regress (Tone, 2006). 

 

 

2.3 Work Stress Questionnaire 
 

 Work Stress Questionnaire (WSQ) was developed by K. Holmgren et al. in 

2009. The aim of the questionnaire is the early detection of the individuals who are at 

risk of being mentally, physically unhealthy or in a disturbed state of mind due to stress 

in the workplace (Holmgren, Hensing and Dahlin-Ivanoff, 2009). WSQ contains 21 

distinctive questions to measure the stress in the workplace. Each question measures 

different situations that might cause stress like time to finish the assignments, thinking 

about work etc. One of the advantages of WSQ is it requires a reasonable time. Since 

a lot of the survey applications take more than 1 hour, that causes outputs to be biased 

because individual focuses are distracted over time and answers for the questions 

become insufficient and sometimes totally irrelevant with the state of the subjects. 

Another benefit that WSQ provides to the researchers is that, since stress can be 

affected by work but also can affect the efficiency of work, WSQ comprises both 

work-related factors and personal characteristics (Holmgren, Fjallstrom-Lundgren and 

Hensing, 2013). One additional comment on WSQ is that it is a relatively new 

questionnaire which takes recent situations into account that are affecting individuals 

and causing them to develop stress. 

 Since it is a questionnaire that measures stress, WSQ is mostly used in worker 

health and safety or psychology literature. It is used to measure the work-stress related 

and its possible impacts on future absenteeism (Holmgren, Fjallstrom-Lundgren and 

Hensing, 2013). In another significant cohort study, it is used to display the 

relationship between work-related stress and sick-leave or health issues of employed 

Swedish women. It is reported that, when the work-related stress levels are high in 

employed women, the chances are higher for them to be sick-listed or report health 

issues. Study also reveals the most common types of work-related stress which is work 

interference with leisure time (Holmgren et al., 2009). Questionnaire is also used to 
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test its validity on male workers by Holmgren-Frantz (2019). Study is performed on 

male workers aged between 18 to 64 in Sweden and concluded that WSQ is a viable 

option to measure the stress among male workers and displays the positive correlation 

between sick leave and work-related stress (Holmgren and Frantz, 2019). 

 The original revised version of WSQ can be examined in Appendix A. 

Regarding the WSQ direct translated version to Turkish language is also added to the 

Appendix B which is discussed in Section 3. 

 

2.4 Item Response Theory 

 

This section provides significant insight about development of Item Response 

Theory (IRT) and its applications. Also, comparison between Classical Test Theory 

and Item Response Theory is given which highlights the main reasons that IRT is 

preferred as one of the main methodologies in our study. 

 

2.4.1 IRT: History and Applications 

 

 Item Response Theory (IRT) is a statistical approach specifically studied to 

evaluate the effects of latent variables that are measured via questionnaires, survey or 

patient-reported outcomes (PRO’s). IRT has a set of psychometric models often used 

for developing psychological measures. The main motivation for IRT was to create 

models that directly measure the intangible qualities of mind (Thomas, 2011). Theory 

first introduced in 1950’s by Frederic Lord, Georg Rasch and Paul Lazarsfeld with 

numerous studies and gained its popularity in 2000 with a detailed study done by 

Embretson & Reese and since then became mainstream in many disciplines especially 

in psychology and health-care. 

 One of the most common uses of IRT is evaluating the changes caused by the 

personal differences, like which age group, gender, ethics have impacts over 

developing psychological variables such as developing a panic disorder; therefore, IRT 

is also a psychometric tool. One important study contributes that direction of the item 

keying has no significant effect over measuring personality and psychopathology to 

the psychology literature (Reise and Waller, 2003). Also, mindfulness is an increasing 

subject in many societies. IRT studies also includes the analysis of mindfulness with 
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Mindful Attention Awareness Scale (MAAS) (Van Dam, Earleywine and Borders, 

2010). 

 

2.4.2 IRT: Advantages and Limitations: Comparison with CTT 

 

 Although its release is relatively new compared with the peer theories like 

Classical Test Theory (CTT), the pros and cons are quite clear with the studies 

performed throughout the years. For instance, in CTT, it is challenging to compare 

different traits of individuals at the same psychological variable continuum. However, 

with IRT, it is possible to get latent estimates from a sample with different types of 

individuals (Reise, Ainsworth and Haviland, 2005). IRT also outperforms study 

performed on leadership skills; it shows that IRT is a viable option for estimating 

significant variables in human resource management (Reeve, 2002). Additionally, 

CTT has strict assumptions on reliability measures such as Cronbach’s α (which is a 

significant measure for consistency that estimates how closely related the items in a 

given set of samples) are distributed normally and equally for all grade levels, which 

is not valid compared with the real world. On the other hand, IRT assigns different 

precision levels for each item and basically explains that precision is the least for a 

specific item where items do not discriminate well (Reeve, 2002). Proceeding, for CTT 

to be reliable, there is a minimum level of scales, in other words, to have a viable scale 

to measure a specific latent variable it must be longer. IRT eliminates the necessity 

with shorter scales; it can also be valid and equally viable. In addition, CTT reliability 

measures are also sample dependent which means some values that are generated may 

not be able to lead different research since it's specific for that unique sample. 

Compared with CTT, IRT measures are sample-invariant (Reeve, 2002). Despite its 

advantages, one main limitation that research reported on IRT is the model complexity 

and variety. Secondly, most IRT models need larger sample sizes than CTT 

differentiating between 500-1000 (Reeve, 2002). However, it is proved that in the 

Graded Response Model which is an IRT model even with small sample sizes it gives 

interpretable outcomes. Table 1 summarizes the comparison and displays some other 

advantages of IRT over CTT. 
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Table 1. Comparison of IRT over CTT 

Classical Test Theory Item Response Theory  

Measures of precision fixed for all scores  Precision measures vary across scores 

Longer scales increase reliability Shorter, targeted scales can be equally 
reliable 

Test properties are sample dependent Test properties are sample free 

Mixed item formats lead to unbalanced 
impact on total test scores 

Easily handles mixed item formats. 

Comparing respondents requires parallel 
scales 

Different scales can be placed on a 
common metric 

Summed scores are on ordinal scale  Scores on interval scale 

 Graphical tools for item and scale 
analysis 

 

 

2.5 Graded Response Model 

 

This section gives important insights about what Graded Response Model is 

and its development through time, proceeding with benefits and disadvantages with 

proofs to highlight the proper application of the method.  

 

2.5.1 GRM: History and Applications 

 
 Graded Response Model (GRM) include several mathematical models in Item 

Response Theory, which are designed to express the qualitative polygamous 

categorical latent factors as quantitative values. These categories may have several 

option types such as, letter grading and states (disagree, agree, somewhat agree etc.) 

for given questions (Samejima, 1997). It is first introduced by Samejima (1969), who 

developed the model with inspiration of latent structure analysis and created a 

monograph. The model has three main uses: Most frequent use is to determine the 
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probability of which grade or score tests subjects might receive. It is used quite often 

to create an insight for university course schedules, for firms to evaluate the customer 

responses and forecast the customer segment accordingly. Another use is to estimate 

the subject's latent trait. GRM can be a facilitating model to understand the effects of 

latent variables. For instance, Gummelt, Anestis and Carbonell (2012) examined the 

Levenson Self Report Psychopathy Scale (LSRP) with GRM to create a link between 

assessment of the psychopathic individuals and their personality traits. The items of 

the LSRP’s are grouped in order to create a latent trait and with GRM, and the 

frequency of these traits is determined to observe the effects of the gender differences 

(Gummelt, Anestis and Carbonell, 2012). Processing main uses, GRM can also display 

the power of the test items. Alias, how well the test items can evaluate the ability or 

latent trait such as research questionnaires can be validated by GRM. While translating 

the questionnaire from its original language a validation is usually needed in order to 

get realistic results. Stănculescu (2021) validates Romanian version the Fear of 

COVID-19 Scale (FCV-19S) by the aid of GRM (Stănculescu, 2021).  

 

2.5.2 GRM: Advantages and Limitation 

 

 It is stated that GRM is beneficial for numerous application areas especially 

health-based questionnaire research due to the fact that sample requirement is more 

flexible compared with the peer methodologies. Even with small sample sizes, GRM 

can be quite informative (Depaoli, Tiemensma and Felt, 2018). Of course, it also 

depends on the complexity of the GRM if it is adjusted for a specific use. In other 

words, for some complex GRM’s, large sample size might refer to more than 

thousands of responses. Additionally, GRM creates a fitter model in determining the 

statistical parameters compared to the Classical Test Theory in human resource 

research (Siengthai and Sukirno, 2010). Despite the advantages, the main limitation of 

IRT models, especially GRM, is that the mathematical models that are developed are 

really complicated compared to the peer models. However, this is also slightly 

eliminated by the programs like STATA and R since they automatically give results 

of the GRM with the algorithms that are already in the system or appear as an extension 

of the programs. 
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2.6 Confirmatory Factor Analysis 
 

This section explains Confirmatory Factor Analysis (CFA). It gives brief 

information about the methodology and highlights the advantages and disadvantages. 

Additionally, comparison with Exploratory Factor Analysis (EFA) is included to give 

insights about the renowned techniques about factor analysis. 

 

2.6.1 CFA: History and Applications 

 

CFA is first introduced with the technique of basically any parameter can be fixed at 

any level and the remaining parameters may be calculated by the maximum likelihood 

estimation (Jöreskog,1969). According to the author, procedures (both exploratory and 

confirmatory analysis) eliminate several different problems that might occur during 

previous factor analysis method. Methodology itself is derived from common factor 

model which is the pioneer study on factor analysis that concludes factor scores are 

dependent with both selected variables to be measured and the individuals that are 

chosen for the study (Thurstone, 1947). Since its development, both confirmatory and 

exploratory factor analysis were in the research scene and aided numerous studies 

especially psychometrics and statistical analysis of latent variables. 

Most of the studies that uses CFA is in major of psychology. It is quite effective 

and facilitating for researchers in almost any area of psychology. For instance, 

Schwartz and Boehnke (2004) explained the human values in 27 different countries 

with the support of CFA. Recently, Javelle et al. (2021) used CFA to create the German 

Three-Factor Impulsivity index (TFI) to explain the emotion-related impulsivity. 

 

2.6.2 CFA: Theory and Interpretation 

 
CFA is a structural equation model which is used to estimate the relationship 

between indicators and latent variables. For factor analysis, crucial point is to 

determine the proper parameter values. In almost all CFA models there are three 

parameters, which are factor loadings, unique variances and factor variances. Other 

parameters can be defined by the researcher depending on the objective of the study. 

Before modeling specifications and analysis, these parameters must be classified as 

either fixed, free or constrained (Brown and Moore, 2012). 
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Proceeding with model specifications, CFA model can be treated as a linear 

regression model with slight differences. For the sake of simplicity, we give a diagram 

to summarize the approach in Figure 2.  

 

Figure 2. One factor CFA with more than three items 

 

Figure 2 summarizes the CFA theory with one factor (η1) and 8 items (yi) where θi 

represents the variance-covariance matrix of residuals of factor model, εi corresponds 

to the residuals in other words latent factors that certain questionnaire cannot explain, 

λi shows the loadings or weight of the items that can be interpreted as the correlation 

of each item with the latent trait or factor and ψ11 is the variance-covariance of the 

factor, which is set to 1 in this case since the factor scores for the items are the aim of 

the study. This means that we are not interested in trying to find the factors; rather we 

have a factor that is predetermined and the objective is to observe how we can explain 

the factor with the given questionnaire (UCLA: Statistical Consulting Group, 2021). 

 

2.6.3 CFA: Comparison with EFA 

The main difference between CFA and EFA is that in CFA models it is crucial 

to describe a priori or model which explains the model structure; however, EFA is 
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mainly used to determine the factor structure which isn’t predetermined. Another 

important difference between two techniques is in EFA we don’t have a certain 

knowledge of what factors can be affected by our variables; we might have an idea of 

it, but it is not directly known. In CFA, there is a known factor or factors that are 

desired to be measured by defined variables. There is a hypothesis about what is 

actually expected from a certain factor to affect the estimated measures (Suhr, 2006). 

 

2.7 Maximum Likelihood Estimation 
 

In this section, MLE development throughout the years is explained and some 

of the important studies about the method is given. Additionally, statistical model 

derivation and its interpretation is mentioned. Finally, advantages and disadvantages 

are mentioned briefly. 

 

2.7.1 MLE: History and Applications 

 
 Maximum Likelihood Estimation (MLE) was first introduced by Fisher in 

1922 and developed further by the author in 1925 with regarding the consistency and 

efficiency, and since then, it is a widely used parameter estimation methodology in 

statistical inference. Fisher also studied the significant properties of MLE and later on 

Cramér and Rao studied the theory in detail. The relation of MLE and consistency and 

efficiency are mentioned by Fisher. However, the development and detailing are made 

by Cramér (1946). The discussions about consistency and efficiency continued almost 

thirty years by several authors. Rao (1960) supported that there is no evidence for MLE 

to be widely applicable for different statistical models since there isn’t enough proof 

regarding the consistency which is also concurred by Le Cam (1960). Neyman and 

Scott (1948) proved that although MLE is generally consistent for some cases, i.e. 

when the number of parameters is increased, it might lack consistency. The discussions 

on efficiency were quite similar with consistency. It is stated that, for a limited class 

of estimators, MLE is a good technique regarding efficiency. Although, the criticism 

may direct MLE might be lacking in some circumstances, it is still an optimal 

parameter estimation methodology that can be applied to many different probabilistic 

models like regression models, graded response models etc. (Norden, 1972). 
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2.7.2 MLE: Model and Interpretation 

 
Estimation process begins with determining the likelihood function of a given 

data regarding the model parameters. Each data set follows a different probability 

distribution with the changes of parameter values and accordingly a probability density 

function. Probability density function (pdf) is defined in the form of an integral of the 

density of the variable density over a given range and can be displayed as given in 

Equation (1). 
 

 
P (a  ≤ X ≤ b) = # fX (x) dx

b

a
 

 

(1) 

where X is a random variable and fx(x) is an integrable probability function of x. 

 Regarding the pdf, it is possible to create a likelihood function and process with 

the estimation over it. Pdf displays that some observations are more likely than the 

other ones in the given sample. When we have data (which in this case we already 

know the data and its properties), likelihood function aims to find a pdf that is most 

likely to produce the data which is studied. In this case, likelihood function can be 

defined as in Equation (2). 
 

 L(w|y) = f	(y|x) (2) 

 

where L represents the likelihood function for data vector y and parameter vector w. 

 According to the likelihood function, the main objective for the parameter 

estimation is finding a value for the parameter vector that maximizes the likelihood 

function. MLE estimates sometimes do not exist and in order to find a proper estimate, 

model parameters might require different constraints to get an optimal estimate 

(Myung, 2003). 

 

2.7.3 MLE: Advantages and Disadvantages  

 
 When the model is properly assumed and its parameters are strictly defined, 

MLE is one of the most efficient estimators compared to the peer estimator models 

like Least Squares Regression and Generalized Method of Moments. It is also 
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beneficial when a large sample is studied since it can provide unbiased estimates. 

Additionally, sometimes some assumptions that are made over a model must be 

violated in order to have the desired measures for the study. MLE estimates are 

consistent and reliable even in such cases. 

 Along with the benefits, MLE can be sensitive for the starting values like any 

other optimization methods. As it is quite useful in larger samples, small samples 

might generate biased estimates regarding the model. Lastly, in some cases it might be 

quite challenging to create the likelihood function when the model derivation is 

complex. 

 

2.8 Mokken Scale Analysis 

 
In this section, we explain the basics of Mokken Scale Analysis (MSA), 

beginning with the history and common application areas and proceeding with the 

theory and approach briefly. 

 

2.8.1 MSA: History and Applications 

 
Mokken Scale Analysis is first introduced in 1971 by political scientist Rob 

Mokken, where he focused on nonparametric dichotomous IRT models and item 

scores. Since then, it’s one of the most common procedures used by research for data 

reduction and questionnaire scaling, especially for social science studies. 

Developments over MSA started to rise in 1991 with its application over polytomous 

item scores (Molenaar, 1991 and 1997). Also, in the early 2000’s, studies also covered 

parametric IRT model and item scores as well (Meijer and Baneke, 2004). To facilitate 

the use of MSA, the most popular MSA commercial software was developed in 2002 

under the name of Mokken Scale Procedure (MSP) (Molenaar and Sijtsma, 2002). 

However, since its release there is no update or no future updates are anticipated, 

therefore, it is not reliable to perform the procedure via MSP (Van der Ark, 2012). One 

of the most useful software packages is developed between 2007-2010 for RStudio as 

mokken. This package is mainly designed to conduct MSA over RStudio and now it 

is the most commonly used software package in the area (Van der Ark, 2007). 
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2.8.2 MSA: Theory and Approach 

Mokken Scale Analysis is a psychometric technique for scaling an ordinal data. 

Its theory is developed from nonparametric IRT models. Since it is a derivative form 

a nonparametric IRT model, MSA aids researchers to investigate if all the particular 

rules defined for IRT model are held. Hence, MSA is one of the most popular methods 

for data reduction as well (Van der ark, 2012). 

Theory of MSA is very much alike with IRT models with slight differences. It would 

be redundant and excessive to mention all the mathematical representations and 

models since this isn’t our main methodology rather performed mainly for data 

reduction. However, one formula that is substantial to understand the concept is for 

calculation of item scalability coefficients. Let Hj be the item scalability coefficient for 

item j, item scalability coefficient for item j is calculated as follows: 

Hj = 
COV(Xj,Rj)

      COV&Xj,Rj'
max 

where Xj is the item score for item j and Rj represents the rest score. Additionally, the 

scalability of the test is calculated similarly as well: 

 

Hj= 
∑ COV(Xj,Rj)

J
j=1

       ∑ COV&Xj,Rj'
maxJ

j=1
 

 

 

2.9 Bootstrapping 
 

This section provides insights about development of Bootstrapping and its 

applications. Also, foundation of the theory and how to apply the approach for a certain 

data is mentioned briefly. At last, the limitations and benefits of the approach is 

explained.  
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2.9.1 Bootstrapping: History 

 
It is first introduced by Efron (1979) where he mentioned it as for large 

amounts of computation in the place of traditional mathematical models to construct 

sample liability measures like confidence intervals, variance etc. In his article he also 

states that methodology especially aids for complex analysis like multivariate analysis 

. Later on, Singh (1981) made significant comments on Efron’s bootstrap, comparing 

with the peer methodology jackknife and bootstrap and also analyzed the convergence 

of the bootstrapping method. Same year, a Bayesian bootstrap was developed by 

Rubin. Additionally, Efron (1987) examined the technique for better confidence 

intervals and its bias correction. Since its release, bootstrapping has become one of the 

most common statistical techniques in resampling methods due to the ability of 

application for any statistical measure to estimate the sample properties. 

 

2.9.2 Bootstrapping: Theory and Approach 

 
Bootstrapping is a methodology that creates realistic samples for a specified 

deterministic sample via mimicking the sampling process. The approach is basically 

generating a sample (resampling) from a given sample for predicting the population 

and its properties. Even though the population is unknown, bootstrapping technique 

assumes it is known which is the given sample. Subsequently, it is measurable in that 

sense. From a bootstrap distribution many statistical parameters estimate can be found 

like confidence intervals. It is not only for the parameter estimation but also for 

eliminating the error that can be caused by samples behaviors. Generating a bootstrap 

distribution for the given sample might aid the studies to converge to realistic results 

even using deterministic data rather than stochastic one.  

 There are several bootstrap methodologies depending on the objective and 

sample properties. For instance, block bootstrap is used to improve the accuracy of the 

bootstrap for time-series data, the wild bootstrap is studied in the context of regression 

models with heteroskedastic variables (Davidson and Flachaire, 2008). Therefore, it is 

crucial to determine the goal of the bootstrap to get an accurate result. 
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2.9.3 Bootstrapping: Advantages and Limitations 

 
The main advantage that makes bootstrapping popular in statistics is that it is 

a quite straightforward and easy method. Additionally, it is significantly useful when 

the distribution of the data is unknown or not accurately estimated, bootstraps 

regenerate a sample data from a given sample so that the data is more accurate and 

ready for valid analysis. Along with the advantages bootstrapping technique has one 

important limitation. For rare extreme values bootstrapping method may fail by 

ignoring them, which causes it to generate a data that is worse than the original one 

(Ebert, 2018). 

 

2.10 R Studio 
 

In this section, History of RStudio and its applications are given briefly. Studies 

are given to prove how versatile the program might become. Also since the main 

methodologies for our study is DEA and IRT, some functions and packages 

specifically assigned for the methodologies are mentioned as well. 

 

2.10.1 R Studio: History and Applications 

 
 RStudio is a code-based statistics tool with many features that enables to 

perform almost all data analysis steps one by one. In December 2010, RStudio started 

to developed and released in early 2011. It is written in both C++ and Java but mostly 

in JavaScript. Therefore, RStudio is a versatile tool that provides users various 

programming languages to work with including one of the most useful language 

Python. 

 RStudio has more than 10,000 packages that each has unique features. 

Subsequently, it is used in every area for many different objectives. For instance, in 

very recent article that is publish in June 2021 explores the zakat administration in 

times of Covid-19 via text mining in Indonesia using RStudio. The study has 

theological side as well as its contribution on health-care (Hudaefi, Caraka and Wahid, 

2021). This is only a one of various example that RStudio can be used in various fields. 
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2.10.2 R Studio: DEA and IRT  

DEA is a very renowned method amongst the other frontier analysis methods. 

Therefore, RStudio developers provided frontier analysis packages like benchmarking 

and FEAR. Ødegaard and Roos (2014) used FEAR package in R to measure the 

technical efficiency and the contribution of psychosocial work environment and 

worker’s health to efficiency levels. Wilson (2008) explains the FEAR package and 

its advantages in detail where they give crucial tips and insights for functions and its 

arguments in FEAR. Another way to perform DEA on R is using benchmarking 

library. However, benchmarking is not as versatile and flexible as FEAR, since it does 

not provide significant adjusted analysis like various compositions of Malmquist index 

(Wilson, 2008). 

For IRT analysis to get latent trait behavior, again R is a powerful tool with 

providing different libraries such as mirt (maximum likelihood estimation for IRT 

models), ltm (latent trait models), grm (graded response models) regarding the data 

type and objective of the study. 
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CHAPTER 3: DATA ANALYSIS 
Study is conducted for two different firms (firm names can’t be provided due 

to privacy issues) and for each, data collection process is divided into two parts. One 

for applying the WSQ (Work Stress Questionnaire) to employees to observe the latent 

trait pattern which in this case is stress. Original questionnaire includes 35 questions; 

however, with the authorization of the developers, regarding the current situation, 2 

questions that measure the stress due to pandemic are included. Appendix A displays 

the original version and Appendix B includes Turkish version with the questions about 

the current pandemic included.  

 The other collection part is to determine the technical efficiency and efficiency 

changes via Malmquist-like productivity index and DEA (Data Envelopment 

Analysis). Each of the processes will be mentioned separately for each firm in detail. 

 

3.1 Firm 1 
 
 In this section, Data properties of Firm 1 is mentioned in detailed. Proceeding 

with, survey arrangement, bootstrap and ppm value calculation is explained.  

 

3.1.1 Data Properties 

 
Firm 1 is an international company which mainly produces ignition coils for 

automobiles. It has several plants within 5 continents. Our primary focus however, is 

the plant located in Izmir. As in all frontier analysis methods, input and output values 

must be determined accurately. For firm1, first stage of data collection is performed 

via hard copied questionnaires. Respondents’ names are not shared but their age, 

gender and education status has been collected in order to understand the variety. The 

data consists of 50 responses from different employees aged between 25 and 40, who 

are only white collar.  

For the second stage, required input and output values for efficiency analysis 

are provided by the firm as it can be seen in Tables 2 and 3, respectively. These values 

are classified into two different categories as input and output values. For input, 

production days, number of workers and total work hours in the given month has been 

collected. It can be observed that production days and total work hours are very similar 

in input level regarding what they indicate. This might cause some error on DEA in 
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certain situations. However, in this study these 2 input values don’t conflict, therefore 

it doesn't affect the outcome of the DEA model. This conclusion has been made after 

checking the model with and without production days as an input value. 

 

Table 2. Input values of Firm 1 

  INPUTS 

Year Month Production Days Total Work Hours # of Workers 

2020 

September 30 675 273 

October 31 697.5 270 

November 30 675 269 

December 30 652.5 272 

2021 

January 31 697.5 273 

February 28 630 271 

March 31 697.5 273 
 

 

Table 3. Output values of Firm 1 

 

  OUTPUTS 

Year Month 
Production 

Amount 
Quality Index 

(QI) 
QI 

(adjusted) 

2020 

September 2068447 15190.93 8103.89 

October 1827684 30414.13 7788.72 

November 2095066 8973.79 10411.3 

December 2189549 7788.72 30414.13 

2021 
January 1673253 10411.30 8973.79 

February 2209804 8103.89 15190.93 

March 1981459 9411.29 9411.29 
 

 

For output, production amounts and quality indices (PPM values) has been 

provided. Data covers a period between September 2020 and March 2021. Months are 

chosen with the assumption of current pandemic might also have an effect which has 
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seasonality over the period of time where it doesn’t get prevalent in summer but 

recorded cases are increasing after August 2020. We assume that pandemic might have 

a significant impact over worker stress so including the data where pandemic effects 

are drastically different might cause misinterpretation. 

 

3.1.2. Data Analysis 

 
Data arrangement is the most crucial part of the study since working with 

psychometric analysis requires a considerable amount of work. Additionally, since 

deterministic data is used, bootstrap analysis is performed via Excel over production 

amounts values to get accurate and realistic results. 

 

3.1.2.1 Survey Arrangement 

 
After finishing the survey process, the results are documented to an Excel file. 

Since “yes or no” and “yes, maybe or no” type questions do not directly measure the 

stress levels, those questions are removed to reduce the number of questions and get 

more accurate results via Item Response Model. This means that only questions that 

has 4 options (not stressful, little stressful, stressful, very stressful) and questions that 

measure individuals' indirect stress factors (Question 1, 2, 3, 4, 19, 20, 21) are included 

in the IRT model. After eliminating, options are numerically coded between 0 and 3. 

Question with higher score indicates that an individual perceives the given situation 

more stressful than employees with lower score. One important note is for Questions 

19, 20 and 21; the numerical coding is done reversely because for these questions, first 

option indicates more stress and the last means less. Last adjustment for Firm1’s WSQ 

data is made to get feasible results from IRT model. Normally, for polytomous 

categories GRM (Graded Response Models) is applied to understand the response 

patterns. However, it requires a significant participation, preferably over 200. Since 

our sample is not enough for GRM, dichotomous IRT with 2 parameters is applied. 

Therefore, options are reduced to 2 as 0 and 1. 0 represents not stressful and little 

stressful, while 1 represents stressful and very stressful.  
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3.1.2.2 Production Data Arrangement and Bootstrap 

 
Arrangement over Firm 1’s production data consists mainly of the bootstrap 

analysis and PPM (Parts Per Million) assignment. Bootstrap is a powerful analysis for 

deterministic data in statistics. As it is mentioned before, it is applied via Excel using 

RANDBETWEEN () function. The main motivation to apply bootstrap is that the 

production amount is significantly high for every month. Higher amount of 

deterministic data has a higher chance of misleading the study as well as production 

itself. Additionally, bootstrapping provides more accurate and probable data when it 

is applied. In this study, we generated 3000 bootstrapped production amounts 

randomly between the highest and the lowest production levels regarding 5 different 

production lines for each month. In Table 4, the original production levels are 

displayed. For instance, the highest production in September is in Line 102 with 

695,500 units and the lowest is 134,300 units. So, each bootstrap data will be within 

these numbers. When it is done, we have 3000 bootstrapped sets, each containing 5 

different production amounts representing the 5 lines that produce ignition coils. For 

each set, the production amounts are summed which means we have 3000 different 

bootstrapped production amounts. Each value represents a possible production 

amount. Therefore, we calculated the arithmetic average for these values to get a one 

month’s bootstrapped production amount. 

 

Table 4. Actual production amounts provided by Firm 1 

 

YEAR MONTHS Line 
108 

Line 
102 

Line 
106 

Line 
103 

Line 
101 

TOTAL 

2020 

9 134300 695500 660200 406200 459800 2356000 

10 44600 726100 633900 373500 800 1778900 

11 122200 715350 677300 644600 350050 2509500 

12 161900 673500 716500 368800 549700 2470400 

2021 

1 97100 573500 552500 249400 246200 1718700 

2 191600 616500 694900 350930 379800 2233730 

3 122775 666050 647500 217750 406050 2060125 
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Final adjustment is made over the quality index values. These values are not 

directly provided by the company due to privacy issues. However, the company 

provided graphical representations of PPM values for each month so the values are 

roughly estimated from the graphs given in Figure 3. Normally, there are 10 different 

graphs representing each production line but the company allowed us to show one of 

them to explain how the quality index values are calculated.  

 

 
Figure 3. Firm 1 PPM graph 

 

Y axis indicates total defective items per month and each horizontal line 

represents 1000 units cumulatively. Green line depicts the tolerable limit for units and 

the intermittent yellow line represents the non-tolerable zone. Preferably, values 

should not exceed the green line; however, the zone between yellow and green lines 

can also be saved by extra work until it exceeds the yellow line. PPM is calculated by 

Equation (3) with the aid of the graphs where we get approximate estimates for the 

total number of defective items. 

 

 
PPM = 

Total number of defective items

Total number of production
 x 106 

 

(2) 

For instance, Line 101 has roughly 2,200 defective units in January and the 

total production for that line is 246,200. Regarding Equation (3), PPM value is 

calculated for Line 101 in January. To calculate the total PPM value for a specific 
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month, each of the graphs are interpreted and an approximate total number of defective 

items are estimated and PPM values are calculated. Finally, to get PPM values, an 

arithmetic average is found. In Table 5, the assigned PPM values regarding the graphs 

is shown under the quality index. One final adjustment over quality index levels is that 

since PPM values represent the defective parts per million the higher values will 

represent a worse score; however, our output-based DEA model considers a higher 

value as a good indication for an efficiency level. Therefore, these values are ranked 

from highest to lowest and the values are reversed as the highest PPM value becomes 

the lowest PPM value and vice versa. The adjusted values are also displayed in Table 

5 under the QI (adjusted) title. 

 

Table 5. Quality Index Values 

 
Quality Index (QI) QI(adjusted) 

15190.93 8103.89 

30414.13 7788.72 

8973.79 10411.3 

7788.72 30414.13 

10411.30 8973.79 

8103.89 15190.93 

9411.29 9411.29 

 
 
 
3.2 Firm 2 
 

In this section, Data properties of Firm 2 is mentioned in detailed. Proceeding 

with, survey arrangement, bootstrap methodology done via Excel is explained. 

 
3.2.1. Data Properties 

 
Firm 2 is a company that primarily focuses on plastic injection and flexible 

packaging. It has 2 production plants in Izmir, Turkey. For this company, there is no 

direct product in a single line, since they have rapidly changing production. Therefore, 

our focus is more on how much kilogram of products are produced in a certain period 
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of time rather than what type of product and number of products is created. For firm 

2, first stage of data collection again starts with questionnaires which are collected via 

hard copied questionnaires as well as in digital platforms like Google forms, survey 

monkey and emails. Firm 2 confirmed to us that participation rate is almost 100%. 212 

employees have participated out of roughly 230, who are aged between 23 – 55; and 

respondents include both white and blue collar. 

As production data, input and output values for DEA are provided by the firm 

as it can be seen in Tables 6 and 7, respectively. These values are classified into two 

different categories as input and output values. For input, number of workers and total 

work hours in the given month has been collected.  

 

Table 6. Input values for Firm 2 

  
INPUTS 

Year Months Total Work Hours # of Workers 

2020 

September 675 273 

October 697.5 270 

November 675 269 

December 652.5 272 

2021 

January 697.5 273 

February 630 271 

March 697.5 273 
 

For output, production amounts and quality indices has been provided. Unlike 

Firm 1, quality indices are not PPM values, rather they are direct percentages of how 

much kg wasted from a certain batch of input. Lastly, for Firm 2, data covers the same 

dates as Firm 1 which is September 2020 to March 2021 due to possible impact of 

pandemic. 
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Table 7. Output values for Firm 2 

  OUTPUTS 

Year Months 
Production 

Amount 
Quality Index 

(QI) QI(adjusted) 

2020 

September 490226.2 10.80 10.68 

October 441186.3 11.41 9.79 

November 434122.0 11.27 10.54 

December 466130.5 10.83 10.8 

2021 

January 344215.8 10.68 10.83 

February 445693.7 10.54 11.27 

March 441527.8 9.79 11.41 
 

3.2.2. Data Analysis 

 
Unlike Firm 1, Firm 2 has a slightly larger sample to analyze for survey. This 

allows us to perform a more sophisticated and accurate method for analysis which is 

GRM, a polytomous IRT model. Hence, arrangement process has considerable 

differences with Firm 1. On the other hand, quality index arrangement is less of a stunt. 

 

3.2.2.1 Survey Arrangement 
 

Since Firm 2 has a relatively larger sample size, gathering sufficient data took 

approximately 3 months. Again, results are documented to an Excel file. As for Firm 

1, “yes or no” and “yes, maybe or no” type questions are removed to reduce the number 

of questions and get more accurate results via Graded Response Model. This means 

that only questions that have 4 options (not stressful, little stressful, stressful, very 

stressful) and questions that measure individuals' indirect stress factors (Question 

1,2,3,4, 19, 20, 21) are included. Options are numerically coded between 0 and 3. 

Question with higher score indicates that an individual perceives the given situation 

more stressful than employees with lower score. One important note for Questions 19, 

20 and 21 is that the numerical coding is done reversely, because for these questions, 

the first option indicates more stress and the last means less. Since firm 2 has enough 

sample size to apply GRM which is a polytomous IRT model, binary coding is 
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redundant. Although option coding suitable to be remained as 0 to 3, to get more 

accurate results options are coded between 1 and 3 (1 = not stressful, 2 = stressful, 3 = 

very stressful). 

 

3.2.2.2 Production Data Arrangement and Bootstrap 
 

Firm 2 has considerably high production rate regarding the number of products. 

These products are produced from the same raw materials in 2 lines coded as 

RG110101 and RG110106. To put it more clearly, a raw material can be used to 

produce several different products, therefore the company provided the production 

amount and quality index values in weight. This means that the production amounts 

shown in Tables 7 and 8 are expressed in kilograms. Unlike Firm 1, Firm 2 directly 

provided the quality index values as a percentage of scrap rates. Again, high scrap rate 

means less efficiency hence these values are ranked between months as highest to 

lowest. For instance, in October the scrap rate is the highest with 11.41% and lowest 

is March with 9.79%. It means to have a proper DEA model the quality index 

percentage for March will be 11.41 and for October 9.79. Last but not least, the same 

bootstrap procedure is also performed to production amounts for Firm 2 with the 

motivation of proper measurement. Actual production levels are displayed in Table 8. 

 

Table 8. Actual production amount for Firm 2 

YEAR MONTHS RG110101 RG110106 TOTAL 

2020 

9 194848 295402 490251 

10 180232 260740 440972 

11 218436 215672 434107 

12 223766 242403 466168 

2021 

1 193899 149914 343813 

2 228249 217426 445675 

3 256811 184515 441327 
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CHAPTER 4: METHODOLOGY 

Methodology contains brief information about how the study is conducted and 

the models are applied. Unique distinction of this methodology is: For different firms 

we performed different IRT to highlight the dichotomous and polytomous IRT models. 

Also, to the best of our knowledge, there does not exist a study in Turkey that considers 

stress effects over production efficiency and productivity. Analysis begun with getting 

factor scores via RStudio using ltm and mokken library. As it is mentioned previously, 

Firm 1 does not have enough sample size to conduct an accurate GRM therefore 

dichotomous IRT is used (Jiang, Wang and Weiss, 2016). On the other hand, Firm 2 

provided a considerable amount of participation for the survey so GRM is an accurate 

model to be applied. After getting different factor scores averages for each firm, DEA 

model is developed. First, we found the technical efficiency (TE) which is the 

efficiency levels where stress is not included and then we rerun the model with 

compiling the average factor scores of stress levels to the technical efficiency model 

to get stress affected efficiency measures. In order to find stress, effect over efficiency, 

SEP is calculated. Finally, multiplying these two values (SEP and TE) will reveal the 

actual stress effect in efficiency levels (Ødegaard and Roos, 2014). These steps will 

be explained further in detail. Additionally, Figure 4 illustrates and summarizes the 

analysis.  

 

 
Figure 4.  Flow chart of the methodology 
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4.1 IRT and GRM  
 
 IRT is basically used to calculate the probability of which score a certain test 

subject, latent trait or ability can get. In this study, two different IRT models are used: 

2 parameter binary (dichotomous) IRT model and GRM. Mathematically representing, 

let Pi(θj) be j test participant probability with ability response θj the item i right or 

desired. Equation (4) represents 2 PL IRT model. 

 

 
 

Pi#θj%	=		
eDai(θj-bi)
1+eDai(θj-bi) 

 

(4) 

In Equation (4), bi is a constant for the test item i. It is referred as the location 

parameter, category boundary or item difficulty.  

This parameter specifically tells us where the graph is located regarding the 

standard normal distribution. The location parameter or item difficulty is for 

determining how high on a latent trait an individual is before they adopt a score. 

 D  and ai  represent the slope parameter together where D is the scale factor of 

the parameter and ai  can be considered as a discrimination parameter. Discrimination 

parameter displays the frequency of how well item differentiates between the 

subjects’ responds’ score on a specific latent trait or ability.  

 GRM is also a sub model in IRT so it is also explained by Equation (4) with a 

slight difference of calculating the probability of specific grade or category. Let i 

correspond to the items in the questionnaire and j be the category or score index. In 

Equation (5), GRM shows the probability of the compound events Xi  > j (Van der 

Linden, 2005). 

 

 

 
Pij(θ)=)

1                                   for j=1
Pr{Xi≥j | θ}                         for j=2,….., mi 

0                                 for j>mi

 (5) 

 

With these models, the main objective is to get a notion about the pattern of 

the questionnaire response to calculate the factor score via CFA.  
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4.2 DEA: Technical Efficiency Estimates 
 

Data Envelopment Analysis (DEA) is a widely used method in operations 

research and economics to measure the relative efficiency of decision-making units 

(DMU). It’s a data-oriented, non-parametric approach that measures the performances 

of the DMUs which refers to any entity that has potential to convert inputs into outputs. 

DEA was first introduced by Charnes, Cooper and Rhodes and the basic DEA model 

is named after them as CCR (ratio) model. Model below elucidates the CCR model 

which is the basic model of DEA literature. 

 

CCR model 

 max	h0	(u,v)=, uryr0r
/, vixi0

i
 

                            subject to : 

(6) 

 					 , uryrjr
/, vixij    ≤1      for j =1,...,n

i
 (7) 

                           urvi  ≥ 0               ∀ i and r        																																	 (8) 

   

 

In the above model, ur  and vi are the variables, which can also be mentioned as 

weights for the input xi0 and output yr0 for DMU0. Without the constraints, the model 

will be unbounded as expected. Therefore, adding a set of normalizing constraints for 

each DMU is necessary. First, Constraint (7) ensures that the ratio of output and input 

for every DMU is less than or equal to 1. It does not allow the objective function to 

exceed 1 since it is a ratio that must have a maximum reference value which is 1. 

Constraint (8), shows that the weight or variables must have a positive value, to prevent 

an infeasible solution for the given model. Also note that the model assumes 

parameters x and y are also positive since they exist in the model. 

 The model can be constructed in two different ways regarding the main 

objective of the study. The model can be either output or input based. Output based 

DEA models focus on increasing the efficiency by increasing the amount of output 

levels, on the other hand, input-based DEA models focus on decreasing the input levels 

to increase the efficiency manufacturing increasing the output levels for efficiency 

changes is mostly desirable since it means more profit and can lead a company to 

develop. Rajasekar and Deo (2014) give significant evidence with their study they 
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exercised on major ports in India, which has data that comprises the years between 

1993-2013. They elucidate the efficiency levels are approximately the same with both 

input and output-based DEA models and the evaluation process is not affected 

drastically (Rajasekar and Deo, 2014). 

 One crucial adjustment for the CCR model is to add a variable called intensity 

variable. Intensity variables are used to model returns to scale and identify peer DMU. 

It can be observed in almost every manufacturing efficiency measurement model with 

different forms and in constraints depending on the methodology used. In DEA, 

intensity variables explain the effects of the exact amount of DMUs that participate in 

objective function. Intensity variables were modeled in the constant returns to scale, 

throughout the years it is also developed that variable returns to scale can be also 

modeled by constraining the intensity variables sum into one (Afriat, 1972). The model 

can also be extended as adding an upper bound on the intensity variables in input 

constraints. Also, the fractional non-linear model is converted to a linear model with 

the adjustments. 

Regarding the CCR model, DEA model for this study was constructed as an 

output-based DEA model since our aim is to measure efficiency change via optimal 

output increase. It is also assumed that an increase in input has proportional increase 

in output levels as well (constant returns to scale (CRS)) which is the common 

assumption for many firms. Although, DEA is technically an approach rather than a 

specific model, representing mathematical model for the output-based CRS-DEA is 

explained in the model below.  

 

 

Output based CRS-DEA model 

  																																															./0	1 

                                         subject to:  

(9) 

 							12"! ≤,4"2"! 					∀	.
"

 
(10) 

 	,4"0"" ≤ 0"" 			∀	5
"

 
(11) 

 ,4" = 1			
"

 (12) 
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The main objective is to observe how much yjm can be increased. Accordingly, 

For, m number of output and n number of input, 1  represents output increase. 

Constraint (10) represents the output restriction, Constraint (11) for input restrictions 

where zj  defines the weight or intensity variables for DMU j and Constraint (12) 

guarantees total weight is equal to 1. Model provides the most efficient way to use 

input for maximum level of output. However, in order to get a value between 0 and 1 

for output-based efficiency estimates, reciprocal values must be calculated. Hence, TE 

is estimated as given in Equation (13). 

 

 
TE		=		 1

θ
 (13) 

 

Regarding DEA, analysis consists of two models that have slight differences 

in input. In the first model that will be examined, we run the model with 3 input values, 

which are total hours of work, number of workers and production days and 2 output 

values as production amount and quality indices. The second model consists of 4 input 

values as the input attribute stress factor is included and the other entities remain 

constant. Both models have been constructed via RStudio using benchmarking 

package and compared after interpreting separately. 

After estimating the TE levels with 2 different models, the effects of stress are 

calculated via Equation (14). It represents the indirect stress effect over productivity 

and efficiency estimates and to facilitate the understanding it is named as Stress 

Effected Process (SEP) or Stress Effected Efficiency (SEE). 

 

 
SEP		= 

TE

TE	(Stress Included)
 (14) 

 

Productivity and Efficiency Changes (PC) is the product of both TE and SEP 

so final analysis is to calculate to see any improvement might occur due to production 

and labor stress levels.  
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CHAPTER 5: ANALYSIS AND RESULTS  

This chapter provides detailed analysis performed over the data provided by 

both firms. Starting with Firm 1, the IRT results are reported, and proceeding with 

DEA over the production data and its bootstrap analysis and also with the stress factors 

and production data combined are discussed. Same procedure is also applied to Firm 

2 with slight differences in model to get factor scores. 

 

5.1 Firm 1 

 
In this section, Firm 1’s analysis results will be discussed starting with IRT 

results and factor scores. Then, Firm 1’s DEA results with validations and final 

comments are made to the TE, SEP and PC values. 

 

5.1.1 IRT Results 

 
As it is mentioned in Section 3.1.2.1, some items have been removed and the 

model inputs are counted as 22 variables which in this case left over questionnaire 

items for direct indication of factor scores. Before getting the factor scores, it is crucial 

to observe if data has any discriminating item. This refers for the items that may not 

provide significant evidence for the stress level due to low level of response variety. 

To get the items that might cause a miscalculation over factor scores, 2 parameters 

dichotomous IRT model has been run to get the parameter values via Maximum 

Likelihood Estimation. The purpose of using 2 parameter is; it is needed to observe 

the discrimination parameter (also known as slope parameter) however, in 1 parameter 

IRT models (Rasch models), only difficulty parameter is calculated which in this case 

doesn’t give sufficient information about the variety of the data. Table 9 displays both 

the difficulty parameter and discrimination parameter values for each item calculated 

via mirt and ltm library in RStudio. 
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Table 9. Parameter values for dichotomous IRT 

  Difficulty Parameter Discrimination Parameter 
Item 1 0.644 21.98 
Item 2 -0.606 -0.582 
Item 3 4.260 0.807 
Item 4 1.380 1.938 

Item 5b -0.076 1.261 
Item 6b 0.801 1.185 
Item 7b 1.300 1.121 
Item 8b 6.662 0.305 
Item 9b 0.088 1.295 
Item 10b 1.578 0.729 
Item 11b 1.102 1.375 
Item 12b 0.326 2.615 
Item13b 0.937 1.560 
Item 14b 1.027 1.850 
Item 15b 0.682 38.51 
Item 16b 0.394 2.339 
Item 17b 1.369 0.990 
Item 18b 1.026 2.258 
Item 19 0.698 39.73 
Item 20 0.659 39.85 
Item 21 0.539 2.068 

Item 22b 0.170 1.283 
 

There are 22 items to determine the latent variable stress. However, as it is 

calculated by MLE, some parameter values don’t show significant impact on latent 

variables which will cause them not to fit the item distribution later on. The desired 

values for discrimination (slope) parameter for a 2PL IRT model is around 1 or 2. In 

that case items 2 and 8b elucidate a very little discrimination. It indicates that these 

items are not able to measure the factor scores since they don’t have enough 

discrimination (variation) regarding the responses. Items 1, 15b, 19, and 20 are also 

removed due to high level of discriminability. High levels of discriminability mostly 

happen due to very few combinations of answers, where these combinations are 

significantly different from each other. Although difficulty parameters are also 

displayed, since the questionnaire used in this study is a subjective survey and doesn’t 

focus on measuring a test difficulty or how well an item can be done correctly, any 

values that are assigned by the model can be acceptable. Additionally, Combined Item 
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Characteristics Curve (ICC) has been displayed in Figure 5. ICC shows the 

relationship between ability and response probability for each item. It is desired to be 

an S shaped function which states the higher probability means higher ability 

exponentially. 

 

 

Figure 5 displays that the removed items do not fit the specified rules. For 

Instance, Item 2 has decreasing trend that indicates low level of ability on estimation 

in factor scores. 

After removing 6 items, the model has been run again with 16 items that are 

predicted as a suitable indicator. Table 10 proves that these items are a good fit to get 

factor scores over. 

 

 

 

 

 

 

 

Figure 5. Item characteristics curves for all items 
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Table 10. Parameter values of remaining items 

 Difficulty Parameter Discrimination Parameter 
Item 3 2.504 1.707 
Item 4 1.402 2.004 

Item 5b -0.079 1.141 
Item 6b 0.706 1.497 
Item 7b 0.964 2.208 
Item 9b 0.086 1.780 
Item 10b 1.161 1.108 
Item 11b 1.018 1.615 
Item 12b 0.337 2.158 
Item 13b 0.901 1.716 
Item 14b 0.936 2.390 
Item 16b 0.382 2.558 
Item 17b 1.255 1.135 
Item 18b 1.153 1.784 
Item 21 0.692 1.247 

Item 22b 0.175 1.266 
 

 

As it can be observed, item that has the highest discrimination value is item 

16b with 2.558 where the lowest value is Item 10b with a value of 1.108. Again, to 

illustrate the difference between these two models, ICC is created with remaining 

items in Figure 6.  
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Figure 6. Item characteristics curve of remaining items 

 
The curve can be interpreted as after the elimination of the specified items, all 

the items have the desired probability and its corresponding ability to measure the 

latent factor (stress). Also, to make sure every item is fitted to the distribution, the 

same model is developed over the data, item fit test is run using item.fit function in 

RStudio. Table 11 indicates that there is no significant evidence that 2PL model is not 

suitable for the data. Hence, it is concluded that 2PL model is a good fit for the data 

provided by Firm 1. Note that, item fit values are usually biased by number of 

participants. 
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Table 11. Item fit results 

 X2 Pr(>X2) 
Item 3 6.55 0.37 

Item 4 5.63 0.56 

Item 5b 6.20 0.80 

Item 6b 12.07 0.15 

Item 7b 7.94 0.35 

Item 9b 7.96 0.48 

Item 10b 21.28 0.19 

Item 11b 11.11 0.21 

Item 12b 4.86 0.71 

Item 13b 0.34 0.34 

Item 14b 8.10 0.31 

Item 16b 8.07 0.29 

Item 17b 9.71 0.40 

Item 18b 10.80 0.23 

Item 21 3.55 0.93 

Item 22b 9.16 0.38 
 

After testing the item fit, next step for the analysis over IRT model is to get the 

Test Information Curve to observe the performance of the whole test. This can be done 

individually for each item, where it is called Item Information Curves (IIC). However, 

since our main focus is not examining each item individually, it is created for the whole 

test. 
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Figure 7. Test Information function of WSQ regarding Firm 1 results 

 

Figure 7 is basically the sum of the all-item information curves for each item. 

It indicates that the test can show more information on little more than average ability 

levels. The information provided starts decreasing with the higher level of ability and 

the least information is provided by the lowest ability level. 

Last but not least, to test internal consistency, Cronbach’s alpha values have 

been calculated for each model (before and after reducing the number of questions). It 

is the most common test reliability measure for psychometric analysis where it tells us 

how related the items are in a certain questionnaire. In another words, it basically 

explains if all items can measure the same type of latent variable. For most analyses, 

its desired value is between 0.70 and 0.90. Accordingly, Cronbach’s alpha values for 

16 items is 0.87 which is in the feasible zone. Summarized statistics for each item’s 

Cronbach’s alpha before the items are dropped can be observed in Table 12, which 

displays that the reliability levels are roughly the same with the dropped items (the 

values that elucidate the reliability if an item is dropped is approximately between 0.86 

and 0.88).  

 

 

 



 49 

Table 12. Cronbach’s Alpha values before items are dropped 

 RawAlpha Stdized. Alpha Avrg. R AlphaSe 
Item 1 0.86 0.86 0.23 0.027 
Item 2 0.88 0.88 0.26 0.023 
Item 3 0.88 0.88 0.26 0.024 
Item 4 0.87 0.87 0.24 0.025 

Item 5b 0.88 0.87 0.25 0.025 
Item 6b 0.87 0.87 0.24 0.025 
Item 7b 0.87 0.87 0.24 0.025 
Item 8b 0.88 0.88 0.26 0.024 
Item 9b 0.87 0.87 0.24 0.026 
Item 10b 0.88 0.87 0.25 0.024 
Item 11b 0.87 0.87 0.24 0.025 
Item 12b 0.87 0.87 0.23 0.027 
Item 13b 0.87 0.87 0.24 0.026 
Item 14b 0.87 0.87 0.24 0.026 
Item 15b 0.87 0.87 0.23 0.027 
Item 16b 0.87 0.86 0.23 0.027 
Item 17b 0.88 0.87 0.25 0.025 
Item18b 0.87 0.87 0.24 0.026 
Item 19 0.87 0.87 0.24 0.026 
Item 20 0.87 0.87 0.24 0.027 
Item 21 0.87 0.87 0.24 0.026 
Item 22 0.87 0.87 0.24 0.025 
Average: 0.872 0.870 0.242 0.026 

 

Raw R value is given under the Item Statistics in Table 13, which shows the 

correlation between a specific item and total score. This value, however, is biased since 

the correlation is performed including the item itself so it is not a surprise that 

according to raw R values almost all items are perfectly correlated. 
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Table 13. Item Statistics 

 N 
Raw 

R 
Stdized. 
Alpha 

R 
correlated 

R 
Dropped Mean 

Std. 
Dev. 

Item 1 50 0.76 0.77 0.77 0.72 0.30 0.46 
Item 2 50 0.24 0.21 0.16 0.14 0.58 0.50 
Item 3 50 0.22 0.28 0.25 0.45 0.04 0.20 
Item 4 50 0.50 0.51 0.50 0.44 0.14 0.35 

Item 5b 50 0.47 0.44 0.42 0.39 0.52 0.50 
Item 6b 50 0.49 0.51 0.50 0.42 0.32 0.47 
Item 7b 50 0.51 0.54 0.52 0.45 0.22 0.42 
Item 8b 50 0.21 0.23 0.20 0.15 0.12 0.33 
Item 9b 50 0.59 0.58 0.57 0.52 0.48 0.50 
Item10b 50 0.40 0.41 0.40 0.33 0.26 0.44 
Item11b 50 0.52 0.52 0.51 0.45 0.24 0.43 
Item12b 50 0.68 0.67 0.65 0.62 0.40 0.49 
Item13b 50 0.57 0.57 0.55 0.50 0.26 0.44 
Item14b 50 0.61 0.62 0.61 0.55 0.22 0.42 
Item15b 50 0.70 0.68 0.68 0.65 0.24 0.43 
Item16b 50 0.68 0.68 0.67 0.63 0.38 0.49 
Item17b 50 0.44 0.46 0.43 0.37 0.24 0.43 
Item18b 50 0.57 0.58 0.57 0.52 0.20 0.40 
Item 19 50 0.64 0.62 0.63 0.59 0.20 0.40 
Item 20 50 0.68 0.65 0.66 0.63 0.30 0.46 
Item 21 50 0.57 0.55 0.54 0.50 0.34 0.48 
Item 22 50 0.49 0.49 0.46 0.41 0.46 0.50 

 

To overcome possible errors, R correlated and R dropped values are also 

calculated by alpha function in RStudio. R dropped is basically drops the item so that 

the correlation analysis is done unbiasedly. If R Dropped value is less than 0.3, it can 

be concluded that the items are correlated with scale overall. For instance, there are 

two values 0.14 and 0.15 which belongs to Item 2 and Item 8b. It means that these 

items are not properly correlated with the overall scale. 

 

5.1.2 Factor Scores  

 
Factor score analysis is a crucial part of this study, since it explains the 

properties of the latent trait that is desired to be measured. Also, it is required to 
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observe how latent traits have an impact over a certain type of statistics. The idea of 

calculating factor scores is to assess a value for each combination that might occur in 

the questionnaire with using Confirmatory Factor Analysis (CFA). In RStudio, the 

library ltm already uses CFA in IRT model to calculate the factor analysis so there is 

no need to create an additional model to estimate the factor scores but the factor.scores 

function in RStudio. Analysis indicates that 8 out of 50 individuals perceive their 

workplace as non-stressful and a considerable number of employees think minimum 

amount of stress exists. Only a few of the participants decided that they have stress 

caused by work. Mathematically exemplification, the interpretation of factor scores 

regarding the approach is, individuals who decided that their work environment is non-

stressful have an ability estimate of -1.251 (8 of 50 individual responses). Appendix C 

represents the possible combination of their occurrence frequency (Obs.), assigned 

factor scores for each combination (z1) and standardized factor scores (se.z1). For each 

combination, there is a unique z1 value, i.e. factor scores. These scores aid the study 

to determine a value for the stress levels so DEA model can get as an input. One final 

calculation done on factor scores is to get the mean score so that DEA model can read 

the average stress factors for the productivity and production efficiency determination. 

The arithmetic average of the factor scores is roughly 0.278. 

Finally, to justify that the factor scores are compatible with 2PL model density 

curve is created as it is given in Figure 8. It is normally distributed as expected. So, it 

can be concluded that factor scores are estimated properly by the 2 PL IRT model. 

 

 
Figure 8. Density curve shows the compatibility of factor scores with 2PL IRT model 
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It is normally distributed as expected. So, it can be concluded that factor scores 

are estimated properly by the 2 PL IRT model. 

 

5.1.3 Technical Efficiency (TE) 

 
The term technical efficiency refers to the ability of a system to create 

maximum output with the minimum required input. Before calculating the efficiency 

levels for each month, Shapiro-Wilk test is applied to see if the data is normally 

distributed. The p-value has been estimated as 0.2885 which is greater than chosen 

alpha level (0.05) indicates that tested data is normally distributed. To illustrate the 

general idea of frontier analysis, Figure 9 is created where y1 represents the efficiency 

level and y2 represents the production levels also here the circles that are close to the 

frontier line can be interpreted to be more efficient compared to the other months. Note 

that Figure 9 is created regarding the output-based DEA. In RStudio, output-based 

efficiencies are between 1 and infinity so the values may outlie from the feasible area. 

As it is mentioned before, the output-based efficiency levels are between 1 and infinity. 

Hence, the reciprocal values are estimated. 

 
Figure 9. Efficiency graph created in RStudio 
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Proceeding, Tables 14 and 15 represent the output-based DEA results for Firm 

1. For December and February, the efficiency is estimated as 1 which shows that the 

optimal production is reached in terms of output-input balance and January is the least 

efficient month with values of 0.751. 

 

Table 14. Technical Efficiency Levels 2020 

 2020 
 September October November December 

Eff. 1.076 1.205 1.047 1.000 
1/Eff. 0.929 0.830 0.955 1.000 

 

Table 15. Technical Efficiency Levels 2021 

 2021 
 January February March 

Eff. 1.330 1.000 1.123 
1/Eff. 0.752 1.000 0.890 

 

 

 

5.1.4 Stress Effected Process (SEP)  

 
Stress effected process (SEP) represents the efficiency levels of labor process 

specifically affected by stress. In the previous chapter, factor scores are calculated in 

order to observe the stress pattern and its possible effect over production efficiency. 

Again, prior to calculating SEP, Shapiro-Wilk test is applied and resulted that the data 

is normally distributed with a p-value of 0.2506. Onwards, the efficiency levels are 

recalculated in Tables 16 and 17. These values are not the direct indicates for SEP; 

rather they represent merely a measure of TE with stress. In order to find the SEP, 

Equation (14) is applied and combined results are depicted in Table 18. Results 

elucidate that Firm 1 stress levels are close to perfect balance and Firm 1 can be 

considered to have a non-stressful work environment. 
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Table 16. Technical Efficiency with Stress (2020) 

 2020 
 September October November December 

Eff. 1.068 1.205 1.047 1.000 
1/Eff. 0.936 0.830 0.955 1.000 

 

Table 17. Technical Efficiency with Stress (2021) 

 2021 
 January February March 

Eff. 1.321 1.000 1.115 
1/Eff. 0.757 1.000 0.897 

  

 

Table 18. Stress Effected Process (SEP) values for Firm 1 

  September  October November December 

SEP 0.99 1.00 1.00 1.00 
 

  January February March 
SEP 0.99 1.00 0.99 

 

 

 

 

5.1.5 Productivity Changes (PC) 

 
PC represents the productivity changes of firms which has possibility to be 

affected by both SEP and TE (Johansen, 1968). This concept is used in this study in 

order to depict the effects of both production efficiency and stress effects on firm 

overall productivity separately. PC value is simply calculated by multiplying the SEP 

and TE indices. Table 19 displays the calculated PC values. 
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Table 19. Combined values of SEP-TE and PC values 

 SEP TE PC 
September 0.990 0.929 0.920 

October 1.000 0.830 0.830 
November 1.000 0.955 0.955 
December 1.000 1.000 1.000 
January 0.990 0.752 0.744 
February 1.000 1.000 1.000 

March 0.990 0.890 0.881 
 

These values provide significant evidence that SEP has almost no effect on 

overall firm productivity compared with TE. Of course, this result is expected since 

Firm 1 has a non-stressful work environment as it was concluded previously. Figure 

10 is also created to show the dependency of PC. 

 

 
Figure 10. Showing correlation between SEP, TE and PC 

 
5.2 Firm 2 
 

This section starts with MSA and GRM results for Firm 2 and continues with 

factor score estimation. We finalize the section with efficiency estimates gathered by 

DEA and TE, SEP and PC interpreted. 

 

 

September October November December January February March
SEP 0.990 1.000 1.000 1.000 0.990 1.000 0.990
TE 0.929 0.830 0.955 1.000 0.752 1.000 0.890
PC 0.920 0.830 0.955 1.000 0.744 1.000 0.881
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5.2.1 MSA and GRM Results 

 
With remaining 22 items from WSQ, the GRM model has been run to observe 

if the items are proper estimates for latent trait (stress). Substantial part here is to 

determine whether keeping discrimination parameter constant or not. Therefore, we 

run 2 different models. In the first model, discrimination parameter is kept constant, 

and in the second model, it is varying across items. Beginning the interpretation with 

the first model, Table 20 shows the parameter values calculated by GRM. 

Here we have 3 different parameter values: extremity parameter 1, extremity 

parameter 2 and discrimination parameter (constant). Extremity parameters basically 

tell us the latent ability score needed by a respondent to have a 50% chance of selecting 

a specific option. For example, extremity parameter 1 for item 1 means that level of 

ability score which in this case -1.153, that there is a 50% chance of selecting the 

option 1 over option 2 or option 3.  Note that, if there are k categories to be able to 

select in an item, number of extremity parameters is equal to k-1. In this case, since we 

have 3 options in our questionnaire, model generated 2 different extremity parameters. 
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Table 20. Discrimination parameter kept constant 

Coefficients: Extrmt1 Extrmt2 Dscrmn 
Item 1 -1.153 0.93 1.02 
Item 2 -1.599 0.833 1.02 
Item 3 -1.366 0.616 1.02 
Item 4 -1.471 0.861 1.02 

Item 5b -1.664 0.643 1.02 
Item 6b -1.561 0.616 1.02 
Item 7b -1.569 0.865 1.02 
Item 8b -1.775 0.953 1.02 
Item 9b -1.694 0.705 1.02 
Item 10b -1.543 0.849 1.02 
Item 11b -1.338 1.11 1.02 
Item 12b -1.446 0.913 1.02 
Item 13b -1.738 0.947 1.02 
Item 14b -1.654 0.514 1.02 
Item15b -1.766 0.826 1.02 
Item 16b -1.655 0.703 1.02 
Item 17b -1.621 0.828 1.02 
Item 18b -1.728 0.639 1.02 
Item 19 -1.887 0.673 1.02 
Item 20 -2.055 0.56 1.02 
Item 21 -1.904 0.95 1.02 

Item 22b -1.511 0.373 1.02 
 

Also, Table 21 indicates the varying discrimination parameter values 

calculated by GRM. 
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Table 21. Discrimination parameter is varying 

Coefficients: Extrmt1 Extrmt2 Dscrmn 
Item 1 -1.401 1.108 0.801 
Item 2 -1.552 0.809 1.067 
Item 3 -1.2 0.55 1.225 
Item 4 -1.36 0.799 1.136 

Item 5b -1.931 0.736 0.84 
Item 6b -1.362 0.544 1.251 
Item 7b -1.476 0.816 1.113 
Item 8b -1.732 0.928 1.056 
Item 9b -1.613 0.672 1.096 
Item 10b -1.484 0.816 1.077 
Item 11b -1.365 1.121 0.998 
Item 12b -1.327 0.841 1.155 
Item 13b -1.827 0.988 0.955 
Item 14b -1.584 0.494 1.084 
Item15b -1.566 0.738 1.217 
Item 16b -1.557 0.665 1.117 
Item 17b -1.533 0.785 1.104 
Item 18b -1.533 0.571 1.216 
Item 19 -2.2 0.771 0.835 
Item 20 -2.144 0.579 0.965 
Item 21 -2.199 1.083 0.845 

Item 22b -2.732 0.607 0.52 
 

Our first objective is to determine which model is the best regarding their 

measurement of latent trait. Accordingly, ANOVA is applied. Results show that model 

2 does not indicate a significant improvement for the measurement of latent results 

(ANOVA p-value = 0.291, which is not statistically significant). Therefore, we will 

continue our analysis using the constrained model. 

Second step is to eliminate the items that don’t accurately measure the latent 

trait(stress). Unlike, dichotomous IRT, explanation of item availability for 

measurement of latent trait is not very transparent to get from parameter values or ICC. 

Hence, in order to create a proper measurement, Mokken Scale Analysis is performed. 

This analysis mainly clusters or in other terms scaling the items regarding their 

measurement of the specific scale. This will also explain the relationship between 

stress and items. MSA begins with the decision of item clustering. There are several 
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ways for clustering the item in a scale. However, the most renowned and easy way is 

using Automated Item Selection Procedure (AISP) which mainly uses the maximum 

likelihood-like methodology to create a scale. Fortunately, RStudio’s mokken library 

has aisp function to directly generate the created scales via AISP. 

 

Table 22. AISP Results 

ITEMS SCALE 
Item 1 0 
Item 2 1 
Item 3 1 
Item 4 1 

Item 5b 0 
Item 6b 2 
Item 7b 2 
Item 8b 0 
Item 9b 1 
Item 10b 0 
Item 11b 2 
Item 12b 1 
Item 13b 0 
Item 14b 1 
Item 15b 2 
Item 16b 2 
Item 17b 2 
Item 18b 1 
Item 19 3 
Item 20 3 
Item 21 0 

Item 22b 0 
  

As it can be seen from Table 22, there are 3 different scales according to the 

analysis. The items that are in the same cluster or scale has significantly high potential 

to measure the latent trait together. According to AISP, 7 items belong to scale 1, 6 

items are in scale 2, 2 items are in scale 3 and 7 items are not scaling at all or in other 

words in any of the scales that doesn’t give substantial measures. (The items which 

scale values are assigned as 0.) 

Since we have one latent trait to measure, we don’t have to decide which scale 

is the best measure for stress. Rather, decision is simply based on the scale that has the 

highest number of items, that is scale 1 with 7 items.  
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To ensure that created scale is rational and properly generated, scalability 

coefficients of the scale are calculated. Table 23 shows scalability values for each item 

in the scale. 

 

Table 23. Scalability values 

 
Scalability 
Values (H) 

Item 2 0.317 
Item 3 0.325 
Item 4 0.307 

Item 9b 0.33 
Item 12b 0.329 
Item 14b 0.315 
Item 18b 0.327 

 

These values basically show whether these items are correctly placed in the 

current scale. There are no discriminating values in the scale, and additionally, overall 

scalability value for our new scale is roughly 0.321, which indicates that the scale that 

is tested is a robust scale to test desired latent trait. Also, we tested the monotonicity 

of the scale and there are no critical values, meaning that all items show monotonicity. 

Finally, to ascertain the reliability of the scale, Cronbach’s alvpha value is calculated 

as 0.812. This result is not very encouraging, however, since other measurements don’t 

violate any particular rule, reliability level can be considered acceptable. 

After creating our scale, we compared the IIC of new scale and the original 22 

items to see if our scale gives better results and suitable for factor score analysis. Figure 

11 depicts the all item included model.  
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Figure 11. IIC for 22 items 

 
It can be seen in Figure 11 for each item information levels and the ability of 

measuring the latent trait is roughly in the same level, since we used the constant 

discrimination model. Hence, we didn’t compare the items, rather we checked the most 

information level, which in this case is quite low as approximately 0.27. 

On the other hand, as shown in Figure 12, MSA applied constant discrimination 

GRM model’s information levels peak around 0.41 which indicates a significant 

improvement. 
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Figure 12. MSA applied constant discriminating GRM model 

 
Additionally, we also created Test Information Curve for our model to see if 

there is any particular violation. From Figure 13, we can conclude that this test 

provides the most information in roughly -0.5 and 0.5 ability levels as expected. 
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Figure 13. Test Information Curve 

 
5.2.2 Factor Scores 

 
Factor score analysis is pretty much the same procedure that is applied to Firm 

1. Again, we are using factor.score() function in RStudio which performs CFA. Since 

the sample size is relatively higher than Firm 1, giving exact number of respondent 

opinion for each category is a little more challenging. Therefore, we created a scale 

that represents a category-like scoring. We took the average of each 212 response 

averages. The ones that are less than or equal to 1.5 consider their workplace as not 

stressful, scores between 1.5 and 2.5 (1.5 < x ≤ 2.5) indicates they think the workplace 

or work-related issues are stressful and values greater than 2.5 means work related 

stress levels are critically high. According to this scale, 156 out of 212 people suffer 

from work related stress. Only 12 of them believe that there is no stress at work and 

44 of them think they are having significantly high level of stress. In order to confirm 

the results and the effects over efficiency, factor scores are calculated for each response 

combination and mean value of these scores are found. Regarding the results, average 

factor score is roughly 0.744 for Firm 2. Finally, to validate the calculation of factor 

scores are properly measured by GRM. Kernel density estimation plot is created in 

Figure 14. 
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Figure 14. Kernel Density Estimation for GRM 

 
Again, although in lower ability levels function slightly bends the form of 

normal distribution, it can be ignored since it is not a significant violation. Therefore, 

it can be concluded that GRM models factor scores are calculated successfully. 

 

5.2.3 Technical Efficiency 

 
TE calculation procedure is the same as Firm 1. Again, prior to calculating the 

efficiency levels, Shapiro-Wilk test is applied. The p-value has been estimated as 

0.4511, which means efficiency levels are normally distributed. According to the 

procedures defined in Firm 1 TE analysis, output-based DEA efficiency results are 

given and reciprocal values are estimated in Table 24. 
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Table 24. Technical Efficiency Levels 

 2020 
 September October November December 

Eff. 1.05 1.058 1.000 1.315 
1/Eff. 0.952 0.944 1.000 0.969 

 

 2021 
 January February March 

Eff. 1.091 1.000 1.010 
1/Eff. 0.916 1.000 0.989 

  

Table 24 indicates that November and February are the most efficient months 

with 100 % efficiency and January is the least efficient one with roughly 91%. 

 

5.2.4 Stress Effected Process 

 
Before calculating SEP for Firm 2, TE with stress is calculated. Again, as in 

the previous section, factor scores are estimated in order to observe the stress pattern 

and its inevitable effect on productivity changes. Of course, before getting the results 

for SEP, Shapiro-Wilk test is applied to TE with stress model and resulted that the data 

is normally distributed with p-value of 0.421. Accordingly, efficiency levels are 

recalculated via output-based DEA model in Table 25. 

 

Table 25. TE with stress 

 2020 

 September October November December 
Eff. 1.078 1.176 1.000 1.032 

1/Eff. 0.928 0.851 1.000 0.969 
 

 2021 
 January February March 

Eff. 1.122 1.055 1.031 
1/Eff. 0.891 0.948 0.970 
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Note that these measures are sole measures for TE with stress. In order to find 

SEP, same procedure that is applied to Firm 1is used. Again, Equation (14) aided the 

SEP calculation and combined results are represented in Table 26.  

 

Table 26. SEP for Firm 2 

 September October November December 

SEP 0.97 0.90 1.00 1.00 
 

 January February March 
SEP 0.97 0.95 0.98 

  

Unlike Firm 1, it is clear that there are several months, for example October, 

that might indicate a slightly stressful environment. However, before observing PC it 

is not proper to make a specific comment whether it is caused by SEP or TE.  

 

5.2.5 Productivity Changes 

 
Concept has aided the study to depict the effects of both production efficiency 

and stress effects on firm overall productivity. Regarding the SEP and TE values for 

Firm 2, PC values are presented in Table 27. 

 

Table 27. Combined values of SEP-TE and PC values 

 SEP TE PC 
September 0.970 0.950 0.922 

October 0.900 0.944 0.850 
November 1.000 1.000 1.000 
December 1.000 0.965 0.965 
January 0.970 0.916 0.889 
February 0.950 1.000 0.950 

March 0.970 0.989 0.959 
 

It can be seen that both concepts (TE and SEP) have effects that can clearly be 

observed over PC for different months. For September, SEP has a higher value 

compared with TE. Hence, overall PC is mostly affected by the production process 

itself. On the other hand, in October, SEP has a significant effect over PC which means 
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that in October, people tend to have more stress which affects their work efficiency 

and indirectly the overall firm productivity and efficiency. November is the optimal 

month according to SEP and TE values, and December is also optimal with being not 

stressful therefore PC values are solely affected by TE. Again, January’s results are 

more affected by TE rather than SEP. Lastly, in February and March, work stress has 

more effect compared with TE to firm’s overall productivity and efficiency. These 

results can be interpreted from Figure 15 as well.  

 

 
Figure 15. SEP-TE-PC graph 

 
5.3 Item Analysis 
 

In order to conclude our study, final examination is performed to determine 

what is perceived as the most stressful at work by the employees. This estimation is 

simply done by taking the average response rate for each item. For Firm 1, the rates 

are between 0 and 1 since we coded the questionnaire dichotomously. Higher rate 

means more stressful environment and vice versa. Accordingly, Table 28 is created.  
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SEP 0.970 0.900 1.000 1.000 0.970 0.950 0.970
TE 0.950 0.944 1.000 0.965 0.916 1.000 0.989
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Table 28. Average Response Rates for Firm 1 

 Avg. R. Rate 

Item 3 0.04 

Item 4 0.14 

Item 5b 0.52 

Item 6b 0.32 

Item 7b 0.22 

Item 9b 0.48 

Item 10b 0.26 

Item 11b 0.24 

Item 12b 0.4 

Item13b 0.26 

Item 14b 0.22 

Item 16b 0.38 

Item 17b 0.24 

Item 18b 0.2 

Item 21 0.34 

Item 22b 0.46 
 

Results shows that Items 5b and 9b have the highest rates with 0.5 and 0.48 

respectively. This tells us people who work in Firm 1 think that workload increase and 

conflicts at work makes individuals more stressful compared with other elements. 

Items 3 and 4 have the least importance on estimating the stress with values of 0.04 

and 0.14, which can be interpreted as people’s opinions are moderately considered by 

their supervisor and workers have their will on deciding their work pace or have almost 

no complain about their pace. One item that we specifically want to highlight is Item 

22b which is about current pandemic. It can be seen that people in Firm 1 don’t find it 

as much stressful as it is imagined, however 0.46 is also one of the highest rates in this 

questionnaire; hence, it might be considered as well. These results are depicted in 

Figure 16 as well for ease of interpretation. 
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Figure 16. Average Response Rate's graph for Firm 1 

 
Finally, same procedure is applied to Firm 2. This time the rates are between 1 

and 3 since categories are polytomous. Table 29 displays average response rates for 

Firm 2. 

 

Table 29. Average Response Rates for Firm 2 

 Avg.  R. Rate 
Item 2 2.14 
Item 3 2.16 
Item 4 2.12 

Item 9b 2.17 
Item 12b 2.10 
Item 14b 2.21 
Item 18b 2.19 
Item 22b 2.23 

  

These values indicate that generally Firm 2 can be considered stressful since 

the values are greater than 1.5. Although we didn’t include pandemic question in our 

scale, employees who work in this company think that pandemic is the most stressful 

element continuing with Item 14b with 2.21 rate, which tells us people tend to think 

about work even in their spare time which can be considered as a stressful 

phenomenon. These results can be read in Figure 17 as well. 
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Figure 17. Average Response Rates for Firm 2 
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CHAPTER 6: CONCLUSION 

The main goal of this thesis is to seek the potential indirect effects of stress to 

productivity and efficiency in 2 different manufacturing companies’ plants in Turkey. 

Our study began with the collection of survey data and production data. In total, we 

roughly had 270 responses from both Firm 1’s and Firm 2’s employees. These results 

are prepared to get accurate results via dichotomous IRT and GRM. For production 

data, companies provided certain input and output values for us to calculate efficiency 

levels.  

Our study proceeds with, dichotomous IRT and GRM models in order to 

determine the factor scores over Confirmatory Factor Analysis. For Firm 1, our sample 

size was significantly low so we preferably used dichotomous IRT to get proper 

results. Fortunately, Firm 2’s participation rate was suitable for GRM model. 

We continued our study with developing a Malmquist-like output-based DEA 

model to calculate TE, SEP and PC values for each firm individually to interpret the 

different efficiency values for specified input and output values. Results are discussed 

diligently for each firm. We finalized our research with Item Analysis to understand 

the stress pattern for each firm. 

Results indicate that Firm 1 doesn’t seem to be a stressful company as their 

SEP is almost always optimal during 7 months process. On the other hand, we have 

substantial evidence that employees who work at Firm 2 might be overwhelmed by 

stress in months like October and March which causes company to lack efficiency and 

productivity. Additionally, item analysis tells that workload increase, conflict at work 

and focusing on work in spare times might have more impact on increasing the stress 

levels. This justifies that our study also provides potential causes of stress which 

creates an important area to work on.  

We think these results can be used to enhance worker’s mental health in order 

to fulfill the study purpose. Further, it is possible to explore the months that has higher 

level of stress to understand the stress pattern and their relation with certain features 

like seasonality. Study also aids further studies about industry dependency of work 

stress as well. We believe that this is an area which is substantial for both worker’s 

health as well as companies’ mission. 
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