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Channel Attention Networks for Robust MR
Fingerprint Matching
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Abstract—Objective: Magnetic Resonance Fingerprint-
ing (MRF) enables simultaneous mapping of multiple tis-
sue parameters such as T1 and T2 relaxation times. The
working principle of MRF relies on varying acquisition pa-
rameters pseudo-randomly, so that each tissue generates
its unique signal evolution during scanning. Even though
MRF provides faster scanning, it has disadvantages such
as erroneous and slow generation of the corresponding
parametric maps, which needs to be improved. Moreover,
there is a need for explainable architectures for understand-
ing the guiding signals to generate accurate parametric
maps. Methods: In this paper, we addressed both of these
shortcomings by proposing a novel neural network archi-
tecture (CONV-ICA) consisting of a channel-wise attention
module and a fully convolutional network. Another contri-
bution of this study is a new channel selection method:
attention-based channel selection. Furthermore, the effect
of patch size and temporal frames of MRF signal on channel
reduction are analyzed by employing a channel-wise at-
tention. Results: The proposed approach, evaluated over 3
simulated MRF signals, reduces error in the reconstruction
of tissue parameters by 8.88% for T1 and 75.44% for T2
with respect to state-of-the-art methods. Conclusion: It is
demonstrated that channel attention mechanism helps to
focus on informative channels and fully convolutional net-
work extracts spatial information achieve the best recon-
struction performance. Significance: As a consequence of
improvement in fast and accurate manner, presented work
can contribute to make MRF appropriate for clinical use.

Index Terms—Channel attention, deep learning, MR fin-
gerprinting, reconstruction.
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I. INTRODUCTION

MRI is an essential technique to visualize organs and
structures inside the body with applications in basic

and clinical sciences.While MRI is an adaptable and powerful
tool for imaging, its time inefficiency limits its clinical use
for quantitative imaging. In 2013, Ma et al. [1] introduced
Magnetic Resonance Fingerprinting (MRF) as an alternative of
quantitative MRI where signal equations for different types of
MR acquisitions are used to estimate conventional MRI.

The key benefit of MRF is that it provides the opportunity
to acquire and quantify different tissue parameters such as the
longitudinal relaxation time (T1) and the transverse relaxation
time (T2) within a single acquisition, and thus eliminating the
need for multiple acquisitions. Acquisition parameters are varied
pseudo-randomly so that each tissue generates a unique signal
evolution or fingerprint. Mapping generation is conventionally
carried out by applying a dictionary (template) matching algo-
rithm where the acquired signal is matched with the dictionary
signal. However, this technique has some shortcomings that
need to be addressed such as the computational time required
for the dictionary matching algorithm. In dictionary matching,
each acquired signal needs to be compared with the simulated
signals resulting in high computational complexity. As the num-
ber of combinations in the dictionary increases, reconstruction
becomes more expensive with regard to time and storage [2].
In addition and perhaps more importantly, MRF needs to make
a trade-off between accuracy and scanning time, and therefore
relies on high under-sampling in k-space. As a consequence,
dictionary matching may lead to erroneous quantification in the
generated maps [3].

II. RELATED WORKS

In this section we provide an overview of the previous studies
on dictionary matching in MRF, and the neural network tech-
niques that aim to accelerate this process.

A. Dictionary Matching

In the original proposal of MRF [1], a dictionary match-
ing algorithm is used to reconstruct the corresponding tissue
parameters. Pattern recognition was employed to map the T1
and T2 tissue parameters by matching the fingerprints with a
pre-defined dictionary of predicted signal evolutions. Later, dif-
ferent dictionary matching algorithms were proposed to obtain
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faster and more accurate results. McGivney et al. [4] compressed
the dictionary by using singular value decomposition (SVD),
enabling faster computation due to the smaller dictionary size.
Gomez et al. [5] analyzed the spatio-temporal dictionary and
compared it with the temporal MRF dictionary. Besides, some
studies suggested to use iterative techniques. For instance, Cline
et al. [6] proposed a technique called AIR MRF that com-
bines dictionary compression and regularization for accelerated
matching. Additionally, Zhao et al. [7] proposed a statistical
approach that uses maximum likelihood estimation to predict
T1 and T2 tissue parameters.

B. Neural Network based Techniques

Successful applications of neural networks for computer vi-
sion motivated medical imaging community to use them for
accelerating image reconstruction and mapping. Architectures
such as Fully-Connected Neural Networks, Convolutional Neu-
ral Networks (CNN), and Long Short-Term Memory (LSTM)
have demonstrated state-of-the-art performance for dictionary
matching. Cohen et al. [9] proposed a 4-layer fully connected
neural network model with two hidden layers by using mag-
nitude images as input. Chen et al. [10] presented a fully
connected model with 4 layers that performs dimension re-
duction with Principal Component Analysis (PCA) at its first
layer. Oksuz et al. [11] used Recurrent Neural Network (RNN)
to extract temporal frames for the prediction of T1 and T2
values relying on the time series nature of the MRF finger-
print. Likewise, Hoppe et al. [12] compared CNN and RNN
architectures with magnitude and complex-valued inputs, and
suggested to use the RNN model with complex-valued MRF
signal.

Balsiger et al. [13] analyzed both spatial and temporal frames
to reconstruct tissue parameters using a CNN architecture. Cao
et al. [14] applied a multi-layer perceptron with 4 hidden layers
and optimized it to prevent over-fitting. To further increase the
speed of training and testing, architectures with pre-processing
and pre-training for feature extraction and dimension reduction
have been proposed. Since the high dimensionality of the MRF
signal requires more computational power to process and creates
more redundancy, one of the main focuses of the literature is
to reduce signal dimensionality. Thus, a fully connected neural
network based feature extraction (prior to U-Net) is proposed by
Fang et al. [15] to extract important information while reducing
the number of channels. Also, Fang et al. [16] proposed a U-Net
like architecture with residual channel attention blocks to be able
to extract more informative features. PCA followed by a fully
connected convolutional architecture is used by Chen et al. [10].
In order to learn the non-linear relationship between the spatio-
temporal MRF image data and multiple quantitative maps, Pirkl
et al. [17] proposed to use a CNN architecture combined with
relaxation and diffusion-sensitized MRF sequence.

In this study, we propose a channel attention-based CNN
architecture to weight the important channels before feeding
into the CNN architecture. As our proposed method is attention-
based, it uses all channels in a weighted fashion instead of

reducing the channels, and therefore eliminates loss of temporal
frames due to the channel reduction. Furthermore, the use of the
channel attention mechanism allows us to examine the relative
importance of the channels.

Accordingly, there are two major contributions of this work:
� To the authors’ knowledge, this is the first paper that

provides a thorough analysis of attention based methods
for MRF.

� We propose novel CONV-ICA model that consists of Input
Channel Attention (ICA) and a CNN architecture.

� An in-depth analysis of attention-based channel selections
for understanding the significance of each signal in para-
metric map.

III. METHOD

In this section, we will provide the details of our proposed
architecture to estimate the MRF parameters. The proposed
method consists of a CNN-based architecture with the channel-
wise attention module to empower MRF reconstruction capabil-
ity. MRF consists of sequentially acquired signals over time that
is 2D images + time, and we refer to each temporal frames as a
channel, and feed into model accordingly. In channel attention
networks, channels are weighted based on their significance so
that the model can understand which channels of the MRF signal
are more informative to generate the parametric maps.

A. Channel-Wise Attention Module

The suggested channel attention module consists of two pool-
ing layers in parallel, shared fully connected layers, and a sig-
moid activation function. The fully connected layer applies the
sum over multiplication between each input and each weights to
produce output. The output is then passed through the activation
function and the attention scores are produced.
P c
max and P c

avg denote max-pooled and average-pooled fea-
tures per channel C, respectively. These two pooled layers are
fed into shared fully connected layers as shown in Fig. 1, so that
input (I) becomes R1×1×C . In the first fully connected layer,
channel size is reduced to R1×1×C/r. The reduction parameter
r, empirically fixed at 50, is a hyper-parameter that controls
the reduction. In the next fully connected layer, filter size is
up-scaled to the original size R1×1×C . The outputs of the shared
fully connected layers are summed up and fed into a sigmoid ac-
tivation function. After the channel attention scores - also known
as attention maps - are produced, element-wise multiplication is
performed to weight the input I . The formulation of the channel
attention is as follows:

α = σ(fullyconnected(P c
max(I))

+fullyconnected(P c
avg(I))) (1)

where α denotes attention scores and σ refers to the sigmoid
activation function. The fully connected layers are followed by
a Rectified Linear Unit (ReLu) activation function.
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Fig. 1. Channel Attention Module Architecture [8] where weighted input data is produced with attention scores. P c
max denotes max-pooled

features, P c
avg denotes average-pooled features and Mc denotes weighted input data.

Fig. 2. Our proposed CONV-ICA model. The model accepts and produces 4× 4 overlapped patches. The convolution layers that follows the
channel attention module have filter sizes of 32, 64, 128, 64 and kernel size of 3. Output convolutional layer has kernel size of 1 with filter size 2, i.e.
the number of tissue parameters. All layers are followed by ReLu activation function.

M c = I ⊗ α (2)

where M c is the output of attention weighted input I . The input
channels are weighted by element-wise multiplication (⊗) of
input I and attention scores α.

B. Proposed Model: CONV − ICA

In order to calculate the T1 and T2 maps we propose to use a
convolutional network model on ICA. The current literature for
reconstruction of medical images in MRF relies on reducing the
number of temporal frames which are treated as channels in the
network right after the input layer by using a fully connected
layer or convolution layers. However, this reduction causes
loss of temporal frames. To overcome this problem, this study
suggests the use of a channel attention module before reducing
channel size (also known as filter), as channel attention helps to
extract important temporal frames by weighting the channels and
prevents the loss of that information. As illustrated in Fig. 2, our
proposed model consists of a channel attention module and four
convolution layers with filter sizes of 32, 64, 128, and 64, respec-
tively. The output layer is a 2D convolutional layer with a kernel
size of 1× 1 and a filter size of 2 as it predicts tissue parameters
T1 and T2. All layers are followed by the ReLu activation
function. The proposed model predicts overlapped patches as
shown in Fig. 2. The use of overlapped patches is suggested by

Gomez et al. [18] as overlapped patch-wise approach allows to
remove the under-sampling noise and incoherent artefacts by
averaging over patches.

C. Channel Analysis & Attention-based Channel
Selection

In MRF, the data consists of many channels, which is 2000
in this study. For a faster map reconstruction, less informative
channels could be removed. Also, if some channels are redun-
dant, channel reduction might improve map reconstruction per-
formance. Accordingly, analysis of these channels is required to
investigate which channels are most informative and important
for map reconstruction and to eliminate the redundant ones. For
this purpose, Balsiger et al. [13] zero-filled the channels one-by-
one and compared the results to understand the importance of the
zero-filled channel. However, such analysis may not be the best
way to find the importance of channels as the zero-filled channel
could be learned by the network as informative for reconstruc-
tion. To eliminate this issue, we propose to use an attention
mechanism that will attempt to intrinsically assign attention and
score the features of a given feature map by importance. In order
to investigate the importance of each channels by benefiting
from the advantage of the attention mechanism as explained, we
used the channel attention module of Woo et al. [8] as shown in
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Fig. 3. Architecture to produce the attention scores for each channel.
Pooling sizes for Max Pooling and Average Pooling are determined as
4× 4 which is input patch size. The units of shared fully connected layers
are controlled by reduction parameter r and it is altered to find optimum
channel size. After that, in the next fully connected layer, channel size
is up-warded to the input channel length, and attention scores are
produced through sigmoid function.

Fig. 4. The first plot shows the change of flip angle, where Echo
Time (TE) and Repetition Time (TR) were fixed during acquisition, over
the 2000 channels. The second plot is the distribution of correspond-
ing attention scores over the 2000 channels obtained from Channel
Attention Module, which allows to observe the importance of channels
respectively.

Fig. 1. The feature maps are squeezed through pooling layers and
each channel gets scored (or weighted) as the most informative
channels get higher scores (closer to 1) to reconstruct parametric
maps.

Attention scores are produced after the sigmoid activation
function as shown in Fig. 3, and discussed in Section II-A. When
attention scores are obtained for each patch, scores of all patches
are averaged within each individual channel in order to obtain
their distribution over the whole 2000 channels independently.
For attention-based channel selection, n channels with the high-
est attention scores are selected. Following the channel selection
procedure, the model is retrained.

The informative channels for tissue parameter estimation
could be selected through the channel analysis proposed
here (attention− based˜selection), in contrast to the conven-
tional approaches like PCA as used in [10] and random selection.
We hypothesize that selection of the most important n channels
by analyzing the distribution of attention scores over all channels
(Fig. 4) is a better way for channel reduction and elimination of
redundant channels.

As a result, in order to evaluate the performance of the pro-
posed channel selection method empirically, we experimented
with two conventional channel selection schemes, PCA-based
and random, and carried out a performance comparison with our
proposed method.

IV. EXPERIMENTAL RESULTS

We provide details of our experimental setup and results of
our proposed model in comparison to state-of-the-art methods
in this section. Methods of comparisons are trained and tested
by using 3-fold cross-validation. As all methods are evaluated
over 3 subjects, cross-validation is applied by selecting 1 subject
for testing, and the other 2 for training, and continued that
process until each subject is selected for testing. Mean absolute
error (MAE) in percentage (Eq. 3) is used as the evaluation
metric:

MAE =
1

N

N∑

i=1

∣∣∣Pi − P̂i

∣∣∣
max(Pi)

× 100 (3)

where N represents the total number of pixels, P̂i refers to
the estimated value and Pi represents the actual value.

The proposed model is fed by patch-wise input with 4× 4×
˜channels sized patches which were extracted from the MRF
signals. During the training, 85498 patches were split as 30% for
validation corresponding to 25649 patches while the remaining
70% or 59849 patches for training. ADAM optimization with
a learning rate of 15×10−4 was used while training by min-
imizing the mean squared error loss function. Batch size was
experimentally selected as 512 and the model was trained for
100 epochs. We stopped training early if no improvement of
validation loss is observed for 15 consecutive epochs. The Keras
deep learning library with TensorFlow back-end was used in the
Google Colaboratory environment with 25 GB RAM of GPU.

A. Data

The model is trained and tested on a synthetically generated
complex-valued MRF signal which consist of one slice of 2D
images with 2000 temporal frames. Fingerprints were simulated
based on previously acquired T1, T2, M0 (ground truths) and
coil sensitivity maps. The acquisition used Bloch simulations to
synthesize all the MRF contrasts -for every TR- and included
multi-coil and radial undersampling. The simulated data was
reconstructed with a Low Rank Inversion [19]. Extended Phase
Graph (EPG) [20] is used to generate the MRF dictionary for a
range of T1 = [0: 2: 500] [500: 5: 1000] [1000: 10: 2000] [2000:
50 : 4000] ms, and T2 = [0: 1: 100] [100: 2: 500] ms. Relevant
scan parameters, namely balanced steady-state free precession
radial sequence, TE, fixed TR, FOV, in-plane resolution, slice
thickness, bandwidth are selected as described in [21]. Only
1 radial spoke was acquired at each time point resulting in
an acceleration factor of 251 with respect to a fully sampled
radial acquisition. A total of 2000 time points were acquired in
approximately 10s.

B. Model Comparison

In this paper, mainly, state-of-the-art methods in tissue pa-
rameter reconstruction from MRF signals are selected accord-
ing to the assumptions they make on the data as explained in
Section II-B.

Table I shows that proposed approach achieves the best per-
formance for both T1 and T2 parameters as compared to the
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TABLE I
COMPARISONS OF PROPOSED MODEL WITH A VARIETY OF AVAILABLE

TECHNIQUES WHERE ERRORS ARE CALCULATED BETWEEN GROUND TRUTH
IMAGES AND BACKGROUND-MASKED RECONSTRUCTED IMAGES AS SHOWN
IN FIG. 5 BY USING MAE IN PERCENTAGE. *INDICATES THAT SVD IS USED
FOR CHANNEL REDUCTION FROM 2000 TO 100 IN PRE-PROCESSING FOR

DICTIONARY MATCHING. CONV2D ONLY REPRESENTS A MODEL
WITHOUT INPUT CHANNEL ATTENTION

TABLE II
COMPARISON OF NUMBER OF TRAINABLE PARAMETERS (PARAMS) IN
MILLION, TRAINING TIME IN MINUTES AND TEST TIME IN SECONDS

BETWEEN THE PROPOSED MODEL AND VARIOUS AVAILABLE TECHNIQUES
AS WELL AS THE DICTIONARY MATCHING METHOD. *INDICATES THAT SVD

IS USED FOR CHANNEL REDUCTION FROM 2000 TO 100 IN
PRE-PROCESSING FOR DICTIONARY MATCHING

state-of-the-art models. The results suggest that, using a channel
attention mechanism to produce weighted channels leads to a
decrease in the reconstruction error for our data set as weighted
channels help to avoid losing the important temporal frames
while reducing the number of channels. Because of under-
sampling in k-space during MRF acquisition, the dictionary
matching algorithm produces erroneous reconstructions.

Table I also shows the effect of the ICA. The proposed CONV-
ICA model is compared with the CONV2D model without ICA
and the model is represented as CONV2D only in Table I.

Also as shown in Table II, when comparing the number of
trainable parameters, training time and prediction time accord-
ing to the models, it can be seen that our study is faster in
training time compared to studies of Fang et al. [15] and Balsiger
et al. [13] and faster in prediction time compared to studies of
Hoppe et al. [12], Fang et al. [15] as well as dictionary matching
methods.

C. Effect of Patch Size

In this section, various patch sizes are tested in order to
examine the effect of patch size on reconstruction capability.
Table III shows that the use of 8×8 as the patch size achieves
the lowest reconstruction error values for both T1 and T2 tissue
parameters. Patch size 12×12 performs the second-best recon-
struction for both T1 and T2 value. As a result, it is observed
that patch size 8×8 is optimal for the lowest reconstruction error.
However, because of insufficient computational resources, patch
size was selected as 4×4 in this study. For investigation of the
effect of patch size, attention-based channel selection is applied
to reduce channel size from 2000 to 40 by selecting the best

TABLE III
COMPARISON OF VARIOUS PATCH SIZES AND RECONSTRUCTION MAE
VALUES (EQ. 3) IN PERCENTAGE RESPECTIVELY. BECAUSE OF LACK OF
RESOURCES, CHANNELS WERE DECREASED TO INCREASE PATCH SIZE.
AFTER ATTENTION-BASED CHANNEL SELECTION IS PERFORMED WHERE

CHANNEL SIZE IS REDUCED FROM 2000 TO 40, PATCH SIZES ARE
INCREASED AND RECONSTRUCTION ERRORS ARE OBSERVED

TABLE IV
THE COMPARISON OF PIXEL-WISE (1D) AND PATCH-WISE (2D)

APPROACHES FOR PROPOSED MODEL. THE RECONSTRUCTIONS OF
MODELS ARE BACKGROUND-MASKED, AND ERRORS ARE CALCULATED

ACCORDINGLY
USING MAE IN PERCENTAGE

TABLE V
COMPARISON OF CROSS-VALIDATED MAE IN PERCENTAGE FOR EACH

CHANNEL SELECTION METHOD, ATTENTION-BASED SELECTION, REDUCTION
BY PCA AND RANDOM CHANNEL SELECTION WHEN n NUMBER OF

CHANNELS ARE SELECTED FOR BOTH T1 AND T2 VALUES

40 channels with attention-based channel selection explained
in Section III-C. Then, patches are extracted from data with
reduced channels, and trained with the proposed model.

In addition, we compare the pixel-wise version (1D) of pro-
posed model with its initial 2D counterpart as shown in Table IV.
Because the proposed model is structured for 2D data, it has to
be modified such that 1D convolutional layers are used instead
of 2D convolutional layers to test 1D input.

D. Effect of Channel Selection

In this section, the aim is to evaluate the proposed attention
weights with an additional experiment. Fig. 6 shows the true
images, reconstructed images and error images between the
ground truth and reconstructed image. Respectively, Table V
shows MAE in percentage as seen in Eq. 3 for n number of
channels selected by the methods: Attention-based, PCA, and
Random. It is observed in Table V that attention-based channel
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Fig. 5. Proposed model to state-of-the-art methods compared qualitatively by testing on a test subject. T1 and T2 errors are the mean absolute
differences as shown in Eq. (3) between reconstructed parameters and true parameters in ms. Backgrounds of reconstructed images are masked
to highlight interested region and errors in Table I are calculated accordingly. *Indicates that SVD was used for channel reduction from 2000 to 100
in pre-processing for dictionary matching.

TABLE VI
COMPARISON OF TEST TIME AND TRAINING TIME PER EPOCH IN SECOND
FOR DIFFERENT CHANNEL SIZES N. IT IS OBSERVED THAT TESTING AND

TRAINING TAKE MORE TIME AS N INCREASES

reduction results in a decrease in the reconstruction error while
PCA-based and random selection schemes cause to increase the
reconstruction error. The important advantage of attention-based
channel selection is reducing the need of resources and run time
for algorithms.

Table VI shows that test time and train training time increases
significantly as channel size n increases. For instance, as shown
in Table V, while selecting 200 channels with attention-based
channel selection, T1 reconstruction error in MAE percentage
decreases 6%, test time decreases 58.89% and training time
decreases 79.25% with respect to selecting 2000 channels.

E. Segmentation Comparison

Table VII quantitatively, Figs. 7–8 qualitatively express com-
parison of the proposed model and state-of-the-art models for
different brain tissues, namely Skull Stripped, Gray Matter
(GM), White Matter (WM), and Cerebrospinal Fluid (CSF) that
are extracted by automated segmentation. For segmentation, the
Statistical Parametric Mapping (SPM12) [23] is used and errors
due to automated segmentation were ignored. Results demon-
strate that the proposed method achieved the best reconstruction
performance for both parametric maps in all the brain tissues.

The qualitative results presented in Fig. 5 visually demon-
strate the reconstruction performances of the proposed model

Fig. 6. Channel selection methods are compared with true tissue
parameters, T1 and T2 respectively, when channel size is reduced
from 2000 to 100. The rows marked as T1 and T2 (1st and 3rd rows,
respectively), show the reconstructed tissue parameters by the models.
T1 error and T2 error images (2nd and 4th rows, respectively) show the
differences between the reconstructed and true tissue parameters.

and the models in comparison for the T1 and T2 parameters.
The rows marked as T1 and T2 (1st and 3rd rows, respectively),
show the reconstructed tissue parameters by the models. T1
error and T2 error images (2nd and 4th rows, respectively) show
the differences between the reconstructed and the true tissue
parameters. These qualitative results further support that the
proposed model achieves the best performance visually for the
reconstruction of T1 and T2 tissue parameters.

V. DISCUSSION

We proposed a new deep learning architecture to address
the drawbacks of the dictionary matching algorithm whilst ac-
celerating and improving reconstruction of T1 and T2 values.
The proposed method takes advantage of the channel attention
mechanism which focuses on important temporal frames. There-
fore, channel attention mechanism at the beginning of the model
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TABLE VII
PROPOSED MODEL AND STATE-OF-THE-ART METHODS COMPARED QUANTITATIVELY FOR SEGMENTED BRAIN TISSUES, SUCH AS SKULL STRIPPED, GRAY
MATTER (GM), WHITE MATTER (WM), AND CEREBROSPINAL FLUID (CSF). MAE IN PERCENTAGE (EQ. 3) ARE CALCULATED BETWEEN SEGMENTATION OF

GROUND TRUTH AND RECONSTRUCTED IMAGE FOR BOTH T1 AND T2 TISSUE PARAMETERS. *INDICATES THAT SVD-BASED CHANNEL
REDUCTION FROM 2000 TO 100

Fig. 7. Example results for ground truth (true) image, and reconstruc-
tions of proposed, Fang et al. [15] and Hoppe et al. [22] architectures.
Two blocks show the reconstruction capabilities for Gray Matter and
Skull Stripped respectively. Both T1 and T2 tissue parameters and error
maps are visualized for each architecture.

helps to eliminate the loss of temporal frames, while fully con-
volutional network extracts the spatial information from patch-
wise input to reconstruct from MRF signal more accurately than
the previously proposed methods. Qualitative and quantitative
results demonstrate that the use of the channel attention mech-
anism at the beginning of the model, where temporal frames is
mostly lost due to direct channel reduction (e.g. from 2000 to
40), increases reconstruction capability by 8.88% for T1 value
and 75.44% for T2 value.

In a separate setup we suggest a new channel selection
method: attention-based selection in Section IV-D. As MRF data
consists of many channels and thus requires high computational
resources to process, selection of the most informative channels
is needed to decrease the demand of resources such as RAM.

Fig. 8. Example results for ground truth (true) image, and reconstruc-
tions of proposed, Fang et al. [15] and Hoppe et al. [22] architectures.
Two blocks show the reconstruction capabilities for White Matter and
Cerebrospinal Fluid (CSF) respectively.

In Table V, for bSSFP-MRF sequence used in this study, it has
been observed that approximately 200 channels are sufficient
to significantly reduce the need for resources, while maintain-
ing the reconstruction capability. Besides, it helps to acceler-
ate runtime and computational time as data becomes smaller.
Additionally and more importantly, during the acquisition of
the MRF signal, the parameters are continuously varied to get
unique signal evaluations, which may create redundant temporal
frames [11]. Therefore, channel selection in MRF data is crucial
to keep the most informative and the least redundant temporal
frames. Results shows that attention-based selection helps for
the best reconstruction among other channel selection methods
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such as PCA and random selection for the T1 and T2 tissue
parameters. As attention-based channel selection method is deep
learning-based, increasing the amount of data will lead to better
generalization of channel selection in a more reliable manner.

We studied and proposed new deep learning-based tech-
niques, which needs larger dataset to generalize the solution.
One limitation of this study is the lack of in-vivo data, and its
validation. Accordingly, we plan to work on bigger and more
heterogeneous datasets with different pathologies for different
tissues including in-vivo data. In future, the proposed input
channel attention mechanism could be adapted to the U-Net
architecture [24] which has shown promising reconstruction ca-
pabilities recently [25] and other powerful architectures for MRF
tissue reconstruction. MRF signal is originally a complex-valued
data comprising real and imaginary parts. While the magnitude
of the MRF signal is exploited solely in this study (similar to
most of the state-of-the-art), in the future it is worth exploring
the combined use of real and imaginary parts of the signal as
some studies suggest [12], [26], [27].

In conclusion, this study shows that employing channel re-
duction at the beginning of the model causes loss of temporal
frames which is important for accurate reconstruction of T1
and T2 parameters. To overcome this problem, we proposed
deep learning-based input channel attention that can be easily
applied to any model. Additionally, we analyzed the effect
of patch size on reconstruction performance, and furthermore
demonstrated quantitatively and qualitatively that the proposed
attention-based channel selection achieves the best reconstruc-
tion performance.

REFERENCES

[1] D. Ma et al., “Magnetic resonance fingerprinting,” Nature, vol. 495,
no. 7440, pp. 187–192, 2013.

[2] E. Hoppe et al., “RinQ fingerprinting: Recurrence-informed quantile net-
works for magnetic resonance fingerprinting,” in Proc. Int. Conf. Med.
Image Comput. Comput.-Assist. Interv., 2019, pp. 92–100.

[3] Z. Wang et al., “MRF denoising with compressed sensing and adaptive
filtering,” in Proc. IEEE 11th Int. Symp. Biomed. Imag., 2014, pp. 870–873.

[4] D. F. McGivney et al., “SVD compression for magnetic resonance finger-
printing in the time domain,” IEEE Trans. Med. Imag., vol. 33, no. 12,
pp. 2311–2322, Dec. 2014.

[5] P. A. Gómez et al., “Simultaneous parameter mapping, modality synthesis,
and anatomical labeling of the brain with MR fingerprinting,” in Proc. Int.
Conf. Med. Image Comput. Comput.-Assist. Interv., 2016, pp. 579–586,
2016.

[6] C. C. Cline et al., “AIR-MRF: Accelerated iterative reconstruction for
magnetic resonance fingerprinting,” Magn. Reson. Imag., vol. 41, pp. 29–
40, Sep. 2017.

[7] B. Zhao et al., “Maximum likelihood reconstruction for magnetic reso-
nance fingerprinting,” in Proc. IEEE 12th Int. Symp. Biomed. Imag., 2015,
pp. 905–909.

[8] S. Woo et al., “CBAM: Convolutional block attention module,” in Proc.
Eur. Conf. Comput. Vis., 2018, pp. 3–19.

[9] O. Cohen, B. Zhu, and M. S. Rosen, “MR fingerprinting deep reconstruc-
tion network (DRONE),” Magn. Reson. Med., vol. 80, no. 3, pp. 885–894,
2018.

[10] D. Chen et al., “Deep fully convolutional network for mr fingerprinting,”
in Int. Conf. Med. Imag. Deep Learn. - Extended Abstract Track, Jul. 2019,
arXiv:1911.09846.

[11] I. Oksuz et al., “Magnetic resonance fingerprinting using recurrent neu-
ral networks,” in Proc. IEEE 16th Int. Symp. Biomed. Imag., 2019,
pp. 1537–1540.

[12] E. Hoppe et al., “Magnetic resonance fingerprinting reconstruction using
recurrent neural networks,” Stud. Health Technol. Informat., vol. 267,
pp. 126–133, 2019.

[13] F. Balsiger et al., “On the spatial and temporal influence for the recon-
struction of magnetic resonance fingerprinting,” in Proc. Int. Conf. Med.
Imag. Deep Learn., 2019, pp. 27–38.

[14] P. Cao et al., “Development of fast deep learning quantification for mag-
netic resonance fingerprinting in VIVO,” Magn. Reson. Imag., vol. 70,
pp. 81–90, 2020.

[15] Z. Fang et al., “Deep learning for fast and spatially constrained tissue
quantification from highly accelerated data in magnetic resonance fin-
gerprinting,” IEEE Trans. Med. Imag., vol. 38, no. 10, pp. 2364–2374,
Oct. 2019.

[16] Z. Fang et al., “RCA-U-Net: Residual channel attention U-Net for
fast tissue quantification in magnetic resonance fingerprinting,” in
Proc. Int. Conf. Med. Image Comput. Comput.-Assist. Interv., 2019,
pp. 101–109.

[17] C. M. Pirk et al., “Deep learning-based parameter mapping for joint
relaxation and diffusion tensor MR fingerprinting,” Med. Imag. Deep
Learn., 2020, vol. 121, pp. 638–654.

[18] P. A. Gómez et al., “Learning a spatiotemporal dictionary for magnetic
resonance fingerprinting with compressed sensing,” in Proc. Patch-Based
Techn. Med. Imag., 2015, pp. 112–119.

[19] J. Assländer et al., “Low rank alternating direction method of multipli-
ers reconstruction for mr fingerprinting,” Magn. Reson. Med., vol. 79,
pp. 83–96, Jan. 2018.

[20] J. Hennig, M. Weigel, and K. Scheffler, “Calculation of flip angles for echo
trains with predefined amplitudes with the extended phase graph (EPG)-
algorithm: Principles and applications to hyperecho and traps sequences,”
Magn. Reson. Med., vol. 51, no. 1, pp. 68–80, 2004.

[21] A. Bustin et al., “High-dimensionality undersampled patch-based recon-
struction (HD-PROST) for accelerated multi-contrast MRI,” Magn. Reson.
Med., vol. 81, no. 6, pp. 3705–3719, 2019.

[22] E. Hoppe et al., “Deep learning for magnetic resonance fingerprint-
ing: A new approach for predicting quantitative parameter values from
time series.,” Stud. Health Technol. Inform., vol. 243, pp. 202–206,
2017.

[23] J. Ashburner et al., SPM12 Manual. Wellcome Trust Centre Neuroimaging.
London, U.K., 2014, Art. no. 2464.

[24] O. Ronneberger, P. Fischer, and T. Brox, “U-Net: Convolutional networks
for biomedical image segmentation,” in Proc. Int. Conf. Med. Image
Comput. Comput.-Assist. Interv., 2015, pp. 234–241.

[25] Z. Fang et al., “Submillimeter MR fingerprinting using deep learning-
based tissue quantification,” Magn. Reson. Med., vol. 84, no. 2,
pp. 579–591, 2020.

[26] P. Virtue, S. Yu, and M. Lustig, “Better than real: Complex-valued neural
nets for MRI fingerprinting,” in Proc. IEEE Int. Conf. Image Process.,
2017, pp. 3953–3957.

[27] M. Barbieri et al., “Circumventing the curse of dimensionality in mag-
netic resonance fingerprinting through a deep learning approach,” 2018,
arXiv:1811.11477.

Authorized licensed use limited to: ULAKBIM UASL - Izmir Ekonomi Univ. Downloaded on August 24,2023 at 09:32:57 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


