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Abstract 

Distribution Management System (DMS) starts with the expansion of 

Supervisory Control and Data Acquisition (SCADA) from the 

transmission grid behind the distribution grid. The Fault Detection, 

Isolation, and Service Restoration (FDIR) technique (DMS) form one 

of the most commonly used application today in Smart Grid. FDIR 

requires a higher level of optimization for closed-loop, parallel circuit, 

and radial configurations. FDIR is mainly employed to improve 

system’s performance after detecting the fault on a feeder section of 

the substation. Then, it trips off the faulty switch from the feeder and 

restores the service by directing the power to the faultless feeder 

sections. In this way, the restoration time of the distribution system 

reduces from a number of hours to a few seconds; significantly 

recovering the network by providing high quality of reliability and 

stability in the distribution system. Thus, the FDIR process requires 

some guarantee to work properly according to the conditions in real 

time. In this regard, the major contributions of this thesis are (i) to 

develop the Markov model of the FDIR behavior in distribution 

network of Smart Grid, (ii) formally verify the model in PRISM 

model checker tool in order to analyze the system’s (a) accuracy, (b) 

efficiency and (c) reliability by developing logical properties in 

PRISM tool. (iii) More-over the Markov models of the mechanisms of 

sending/receiving the data packet (IEEE 802.11 DCF) and G-3 power 

line communication are also developed and integrated with FDIR in 

PRISM model checker to investigate the overall system behavior. 

Another main purpose is to construct the probabilistic Markov model 

of FDIR along with the communication network to (iv) analyze the 

probabilistic frequency of fault occurrence in distribution network and 

(v) to predict the failure probability of  the different components of 

distribution network in order to take a corrective action and 

maintenance. So that, the faulty component can be manually replaced 
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in advance to avoid the complete failure of system. Moreover, we also 

(vi) analyze and predict the probability at which the load switches of 

distribution network function properly by making the faulty 

component detach itself upon the occurrence of fault. Finally, (vii) the 

prediction of the probability to recover the system through particular 

non-active switch is also analyzed along with the comparison between 

FDIR model with wireless communication network and FDIR model 

with ideal communication network such as Ethernet or fiber-optics 

medium. 

The simulation results show that increasing the restoration time period 

increases the probability by a factor of 0.03. We also expands the 

FDIR model by including 6 load switches, protection relay, circuit 

breaker and tested the FDIR behavior on Tianjin electric power 

corporation. The Markov model of expanding the network is thus 

interpreted on PRISM tool and verified the model through the 

temporal logic specification of PRISM model checker and predict the 

failure, isolation and restoration probabilities of component of Smart 

Grid. The comparison results are obtained and discussed when FDIR 

is connected with ideal communication medium as compared to FDIR 

connected with wireless communication network, which clearly 

shows that ideal communication network has less failure probabilities 

in Smart Grid compared to wireless communication medium. 
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                               Chapter 1 

Introduction 

1.1 Motivation 

With Smart Grid, confidence and expectations are high to deliver 

better services as compared to the conventional grid. Utility 

companies are expected to transform the existing grid which is uni-

directional into bi-directional power grid aiming energy will be stored 

in electrical system and used where-ever it is necessary [1]. 

Formal analysis and verification of FDIR in Smart Grid is a unique 

and pioneer work as no one has ever performed it in probabilistic 

model checking environment. Safety-critical applications in Smart 

Grid such as demand response, home area network, distribution 

automation and energy storage etc., [2-10] need accurate modeling 

and analysis of such systems. These applications are of principle 

significance since a slight fault in design can outcome in severe 

consequence even at the cost of individual life and property. The 

ominous need for correct analysis and modeling have given rise to a 

variety of techniques [11-18] which were evolved over the time. 

Usually paper-and-pencil based approaches [11, 12] were found 

relatively perfect. However, as the systems grow in mass, the 

complexity increased as well, resulting in the scalability matter that 

made it complicated to guarantee the appropriateness of large 

mathematical proofs due to human error [19, 20]. The arrival of 

computers led to a new period of modeling and investigation, which 

lead to a large figure of techniques generally categorized as 

simulation based techniques [13] and computer-aided tool [14, 15]. 

The core of imitation depending on systems is to construct the 

discrete representation [21] to the real world structure and estimate 

the productivity of structure from a deposit of specified input samples. 

On the other hand, Computer Algebra Systems (CAS) [16, 17] 

ensured better results as compared to numerical methods-based 

simulations such as the approach [18] developed and verified a 
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mathematical model corresponding to the real world system [22] but 

this system lacked absolute correctness because the computed results 

are not always mathematically correct. 

In order to overcome these limitations, we proposed the usage of 

formal verification in the safety-critical domain (whose failure may 

result in loss or severe damage to human/equipment/property). There 

are some advantages of using formal methods [23, 24] as they bridge 

the fissure between the conventional strong mathematical paper-and-

pencil approach [12] and current CAD tool design [25]. A major 

subject to build an arithmetical representation related to the genuine 

structure is very important. Once the arithmetical representation of 

any system is constructed, then it formally verify with in a computer 

by using the formal verification tools in order to find the design errors 

in a system [26]. Basically formal verification of a system [23, 26] 

can be done in three different ways based on its reason, judgment, 

self-expression and clarity. Theorem proving, symbolic simulation 

and model checking are the three methods often used to verify the 

reactive system and stochastic process [27]. 

In model checking a mathematical model is then translated to in the 

language of model checker and the linear temporal logic (LTL), 

computation tree logic (CTL) or probabilistic computation tree logic 

(PCTL) property [28] is fed to in the model checker along the 

translated mathematical model which gives the true result, if the 

model satisfies the temporal logic property, otherwise false result with 

counter example will be given by the model checker. In addition, 

model checking can be used to verify the Markovian model by 

providing the probabilistic temporal logic specification via PRISM 

and predict the probability of faults occur in a system and also predict 

how to restore it within a limited time as given in [29, 30]. 

On the other hand, theorem proving [31] is a very common approach 

and extensively used in verifying the characteristics of real world 

system. The classification of a system which represent the model 

should be in the mathematical form of suitable reason and the 

properties of significance are verified through computer tool called 

‘theorem prover’ [31] whereas symbolic simulations filled the fissure 

between the conventional simulation and formal verification. The key 
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initiative is to apply symbols as a substitute of real standards in 

simulating environment and execute the system multiple times [27] in 

order to reduce the number of test cases and simulate the system with 

reliability and effectively. 

Up till now, probabilistic formal verification of FDIR has never been 

performed for the study and analysis of FDIR classification in 

distribution network of future/Smart Grid. However a number of 

approaches were used to implement FDIR in distribution system but 

no one performed the probabilistic verification as summarized in the 

Table 1 of Section 1.2. 

 

1.2 Literature Review 

 

Up to our knowledge, probabilistic model checker has never been 

used for the analysis and verification of fault detection, isolation and 

service restoration system (FDIR) in Smart Grid. However, there are 

varieties of approaches to implement them into the distribution 

network such as [32-37]. The approach in [33] includes FDIR system 

to show the comparison between a centralized architecture and 

decentralized architecture. It further explains the fault detection, 

isolation and service restoration functions in Smart Grid. It also 

discusses the use of re-closer [38] versus load break switches [39] for 

FDIR switching. In [34], service restoration planning discusses the 

simultaneous restoration scheme (after outage) with the sequential 

restoring system that controls the array of restoration and executes the  

restoration of every blackout individually. In case of failure to 

discover the possible arrangement to repair entire blackout load then 

simultaneous restoration design is useful [35]. Some researches by 

means of decentralized structural design to accomplish the FDIR, 

depends on Multiple representative structure knowledge [36] and 

provides details on  multiple representative structure to recover an 

energy scheme after an error occurred in the system. It has different 

kinds of agents and by means of JAVA agent development framework 

(JADE) as a multiple-representative structure to swap the order and 

verify the possible renovation approach. Furthermore, the work in 
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[37] introduced a multi agent system (MAS) design to develop the 

consumer examine restoration for the error occurrence possibility  of 

substation. It separately defines the process system for possible error 

occurrence in feeder, service restoration for main transformer fault 

and load shedding rules. 

The approach in [40] proposed a control structure of automation 

based on circulated intelligence along with a technique of integrating 

the IEC 61850 and IEC 61499 [40]. Furthermore, it discusses about 

the power system equipment, protection and automation through 

supervisory control and data acquisition system (SCADA). The multi-

agent approach in [41] proposes the decentralized restoration scheme 

for a substation of distribution network. It is composed of a numerous 

feeder agents and load agents while feeder agents perform as an 

administrator for result procedure. Another MAS in [42] introduces 

architecture and its design for restoration scheme and proposes three 

types of agents i.e., facilitator agent, bus agent and load agents. It also 

discusses the drawback of centralized control system i.e., supervisory 

control and data acquisition system (SCADA) over multi agent 

system (MAS) for the timely solution of the  restoration purpose on a 

vast level. In [43] a substation restoration technique applying multi-

agent is projected for escalating the effectiveness and reduction 

moment of the restoration of power failure. The approach in [44] 

proposes  the shortening of the restoration time from minutes to 

seconds by using MAS in order to increase its operational reliability. 

The scheme in [45] offered the multi-agent structure to establish a 

defective region and segregate the error by examining the limited 

ampere and interchanging it with the neighbor switches. 

To communicate the intelligent electronic device (IEDS) of different 

power components of Smart Grid with each other, different 

communication network such as Ethernet, Wifi, PLC etc., are used 

and in this regards, [46] discusses the coupling network of 

communication network with power network and analyzes the IEEE 

test cases (9, 14, 30, 118, 300 bus case) of different sizes network 

with the communication network.  

The main theme in this work is to find the probability of 



 
 
 
 

Page | 20 
 

communication network failure on two different timing condition i.e., 

3ms and 10ms. It also suggests that the probability of failure of 

Ethernet communication network is much lower as compared to 

wireless communication network. The work in [47] proposes the 

multi-hop wireless network with a frequency-reprocess configuration 

of cellular network and addresses the challenges to send and receive 

the huge information in future grid applications. It presents the system 

planning for analyzing the reporting of network and capability. The 

work in [48] describes the wireless Smart Grid communication system 

and explain the home area network in which the sensors are installed 

in the home appliances and form the wireless mesh network with the 

neighborhood area network and transmits the data through the wide 

area network (WAN) access point in order to receive the data at the 

control centre of the Smart Grid. The work also inspects the 

topologies of networking and wireless data packet simulation result is 

also shown. In [49], the important issues on Smart Grid technologies 

specifically related to the communication network technology and 

information technology network are discussed and provides the 

present situation regarding the ability of Smart Grid communication 

system. Study by [50] analyzes the reliability and resilience of Smart 

Grid communication network by using the IEEE 802.11 

communication technology in both infrastructure single-hop and mesh 

multiple-hop topologies for upgraded meters in a system called 

building area network (BAN). Another study in [51] proposes the 

wireless mesh network for a smart distribution grid and then analyzed 

the security framework under this communication architecture. 

In addition to the wireless communication network to make a 

reliable communication link between the IEDS of different element of 

the substation of future grid, a vast number of studies is presented to 

show that communication of IEDS through power line 

communication is possible and suggests that it is a more reliable 

medium as compared to other communication technologies. In this 

regard, [52] proposes a narrow band power line communication 

(PLC) network for outdoor communication component from smart 

meters to data centers on low voltage or medium voltage power lines 
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in the 3-500 kHz spectrum band. It also presented detailed 

information on the different types of interferences occurred over the 

power lines which degrade the quality of communication system of 

the Smart Grid. The work in [53] develops an iterative algorithm 

called water filling for PLC system in order to analyze the 

multichannel modulation techniques. It also describes the different 

kinds of noises available at the PLC channel; the power spectral 

density phenomenon is used to represent the intensity of channel 

noises. In [54], the general model of the broadband PLC network 

architecture is presented to connect the high voltage lines, substation 

and low voltage lines at the consumer end. It also proposes the 

algorithm called recursive to approximate the carrier frequency 

equalization, and its performance is evaluated through the maximum 

likelihood approach. Another work in [55] presents the overview on 

PLC system  from two different standards i.e., IEEE and ITU 

(International Telecommunication Union), which presents the 

similarities and dissimilarities between these two standards. This 

paper also gives detailed information on physical layer specification 

and MAC protocol of PLC network of both standards respectively. 

Work in [56] suggested a solution to integrate two heterogeneous 

network architectures by combining PLC with the back bone of IP-

based network. It also discussed the critical issues of energy 

management application by highlighting the reliability, availability, 

coverage distance, communication delay and security standard of 

communication network. Work in [57] presents a solution to integrate 

the active management system in the network infrastructure when 

number of distribution and generation setups are involved in the 

substation of Smart Grid. It also discussed the standard protocol and 

technology of different communication network in terms of data rate, 

bit error rate and installation cost of each wired and wireless medium. 

 

1.3 Current Approach 

From the literature review, we can conclude that formal verification 

of FDIR has not been done before and to support our claim, we 

summarize previous studies in table 1. 
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Fault Detection , Isolation & Restoration System (FDIR) 

 

Techniques 

 

Literature  

 

Formal Verification 

Compare centralized & 

decentralized 

architecture 

[33] No 

Restoration scheme 
 

[34] 
No 

Decentralized structure 
 

[35] 
No 

Different kinds of agents 

to restore power system 
[36] No 

MAS design for 

restoration 

 

[37] 
No 

Integration Of technique 
 

[40] 
No 

Restoration scheme [41] No 

Restoration scheme 
 

[42] 
No 

Substation restoration  

technique 

 

[43] 
No 

Shortening of 

restoration time 

 

[44] 
No 
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Monitoring the limited  

current 

 

[45] 
No 

   Table. 1 A Comparison Between Previous Studies and Current 

Work     

                        

1.4   Thesis Contribution 

 

Keeping the above issues in iterative- or simulation-based method in 

mind, and for achieving the absolute correctness and system 

reliability analysis in real world problem, this motivated us to use the 

formal methods [23, 24] in the safety critical domain (whose failure 

may result in loss or severe damage to human/equipment/property). 

The current method verified the model and takes out the errors after 

rigorous verification of the model through temporal logic 

specification. Up till now, probabilistic formal verification of FDIR 

along with communication network has never been performed for the 

study and verification of FDIR classification in distribution network 

of future/Smart Grid. However a number of approaches used to 

implement FDIR in distribution systems but no one performed the 

probabilistic verification as summarized in the table 1. 

On the other hand, the above mentioned FDIR approaches in Table 

1, mainly discussed the restoration of fault in distribution network but 

they did not give any idea on switching and communication failures 

(possibly in terms of probabilities) of FDIR in distribution network 

with communication networks such as Ethernet, wifi. Some 

preventive actions may be designed for fast isolation and restoration 

of Smart Grid system. This mainly motivated us to analyze the 

switching failure of FDIR component along with the failure 

probability of communication network in order to determine the 

expected time required to recover a system after the switching fault or 

communication fault has occurred in FDIR of Smart Grid. 

Furthermore, the above approaches in table 1 also did not perform any 

formal verification on FDIR in their respective system which is 
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important to verify the switching and communication logics among 

different components in a distribution network of Smart Grid. 

In order to implement our proposed formal verification notion, we 

performed the following task (i) a Markovian representation of FDIR 

for an established Tianjin Electric Power Corporation network [58] is 

integrated along with a mechanism of sending/receiving the data 

packets (IEEE 802.11 DCF) (considered as Smart Grid). (ii) This 

Markovian FDIR model is employed in PRISM [59] model checker 

tool to formally verify the system accuracy, availability, efficiency 

and reliability with wireless communication network. Furthermore, 

several more important studies (contributions) such as (iii) the 

comparison between FDIR model with wireless communication 

network and with ideal communication network such as Ethernet or 

fiber-optics is performed and (iv) the probability of (a) switching and 

communication failures of FDIR in any distribution network / Smart 

Grid (b) tripping-off the switch within the limited time period (c) to 

recover the system automatically within the least possible time after 

the occurrence of fault is also predicted and discussed in detail.  

 

1.5 Organization of Thesis 

 

The thesis is organized as follows: chapter 2 provides an outlines on 

model checking, probabilistic model checking, PRISM model 

checker, Smart Grid, fault detection, isolation and restoration system  

along with the brief introduction of Tianjin Electric Power 

corporation, communication networks and justification of FDIR 

model. The proposed methodology adopted for the verification of 

FDIR in Smart Grid and developed the Markov model of FDIR along 

with communication network and several properties are proposed to 

analyze the behavior of FDIR system in Smart Grid is discussed in 

details in chapter 3. Chapter 4 gives the simulation and formal 

verification results of different cases, when FDIR connected with 

three load switches, FDIR connected with six load switches and FDIR 

integrated with wireless/ power line communication network. Finally, 

chapter 5 concludes the thesis and point out the key contribution of 

the thesis. 
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Chapter 2 

 

Preliminaries 

 

Summary: 
 

This chapter presents the general overview and basic background 

information on model checking, formal verification method, 

probabilistic model checking and PRISM model checker. It also gives 

a brief overview of Smart Grid, fault detection and restoration system, 

Tianjin Electric Corporation network along with communication 

system  which is formally verified in the thesis. 

 

2.1  Model Checking 

 

Literature [28] defines the principles of model checking and stated 

that the model of the complex systems can be verified through 

temporal logic property within the computer system. It takes a lot of 

time in verifying the complex model instead of constructing the 

model. Model checking overcomes the limitation of simulation as it is 

not possible to check and verify all the scenarios and performance of 

the specified structure through physical testing and simulation. It is 

the drawback of simulation that it cannot verify all the possible higher 

number of cases as it is non exhaustive in nature and therefore failure 

cases may occur due to not simulated the all scenarios/possibilities. 

 

In model checking, we capture the behavior of real world system and 

transform it into finite state machine. A finite state machine is 

basically the Markovian model of the real world system in which each  

state proceed to another state of the model by satisfying the condition 

and probability of the current state. This Markovian model is then 

translated to in the language of model checker and fed to in the tool. 

The temporal logic property is basically a condition through which we 

are interested to satisfy the model. LTL, CTL, PCTL are the 

commonly used temporal logic property which we develop and fed in 
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to the model checker to test the model exhaustively and give us a true 

result if the condition i.e temporal logic property satisfy the model or 

otherwise sends the counter example. The model checking 

phenomenon to test the model through temporal logic property is 

shown in fig. 1 

 
Fig. 1 Model Checking  (Source : [28] ) 

 

Some of the generally used model checking tool is SPIN model 

checker which is suitable to analyze the distributed system. For 

synchronized system i.e digital system software and hardware 

NUSMV is the tool to analyze such system. UPPAAL is the software 

used to study and investigate the real time system and HYTECH tool 

is used for hybrid system where PRISM is used to create and analyze 

the probabilistic type model. 
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2.1.1  Formal Verification Method 

  

In order to achieve the absolute correctness and system reliability 

analysis in real world problem, we use the formal methods [24, 25] in 

the safety critical domain which test the model and takes out the 

errors after rigorous verification of the model through temporal logic 

specification. Formal methods basically build an arithmetical 

representation related to the genuine classification and then formally 

verify the accuracy and precision of the mathematical model within a 

computer through temporal logic specification which in turn increases 

the probability of finding design errors. A mathematical model is then 

translated to in the language of model checker and LTL, CTL or 

PCTL property is fed to in the model checker along the translated 

mathematical model which gives the true result, if the model satisfies 

the specification otherwise false result with counter example given by 

the model checker.  

 

Basically formal verification of systems can be done in three different 

ways based on its reason, judgment, self-expression and clarity. 

Theorem proving, symbolic simulation and model checking are the 

three tools often used to verify the reactive system and stochastic 

process. 

 

2.1.2 Theorem Proving 

 

Theorem proving is very common approach and extensively used in 

verifying the characteristics of real world systems. The classification 

of system which is necessary to realize should represent the model in 

the mathematical form of suitable reason and the properties of 

significance are verified through a computer tool called ‘theorem 

prover’. 

 

2.1.3 Symbolic Simulation 

 

Symbolic simulation filled the fissure linking the conventional 

simulation and formal verification. The key initiative is to apply 
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symbol as a substitute of real standards in a simulation environment 

and execute the system multiple times. 

 

2.2   Probabilistic Model Checking 

 

A classification that exhibits random behavior, probabilistic model 

checker is used [60], [61] for the formal study and verification of such 

system and therefore can be represented as Markov chains [62]. 

However, depending upon its nature, application and usefulness, a 

system behavior which is probabilistic in nature is  represented as 

discrete time Markov chain (DTMC) [29], continuous time Markov 

chain (CTMCs) [63], Markov decision process (MDPs) [64] and 

probabilistic timed automata (PTAs) [65], [62]. In DTMC the present 

state move to next state by fulfilling certain conditions with the 

applied probabilities, whereas in CTMC the present state transit to 

next state does not depend only the  probabilities to make such 

transition but also include the delay before making the transition and 

move to the next state. These random delays usually are represented 

as exponential probability distribution [62]. MDPs and PTAs are with 

non-deterministic transitions whereas DTMCs and CTMC are fully 

probabilistic transitions. Table. 2 shows the difference among these 

Markov models. Once the probabilistic Markov model of the random 

behavior of system is finalized, the verification and analysis of such 

system can be done through the probabilistic temporal logic properties 

of the model checking tool. There are number of specification 

language available for probabilistic model checking verification and 

some of the specification language are mentioned here i.e., PCTL, 

CTL and  LTL etc.. [28]. The probabilistic linear temporal logic 

property along  with the Markovian model of the random system 

which is uttered in the form of PRISM language i.e., alur’s reactive 

modules formalism is fed to in the probabilistic model checker tool in 

order to check all possible executions by reaching each state of the 
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model and satisfying the specification by applying certain conditions 

through temporal logic property.                     

                               Table. 2  Markov Model 

Now many probabilistic model checking tools exist and each one 

define in one or a set of application domains [61]. For example; 

INFAMY [66] is dedicated for model checking of infinite-state 

CTMCs  and PARAM [67] for the parametric probabilistic model 

checking of DTMCs. PASS [68] and RAPTURE [69] model checkers 

are designed to analyze the Markov decision processes only. Fortuna 

[70] model checker computes maximum probabilistic reachability 

properties for PTAs and reward-bound properties for (linearly) priced 

PTAs. On the other hand, PRISM [59] supports model checking for 

every Markov model i.e., for DTMC, CTMC, MDP and PTAs. It is a 

generic tool and we found it quite appropriate for our work. 

 

2.3  PRISM Model Checker 

 

A system with probabilistic behavior can be analyzed, verified  and 

investigated through PRISM tool [59], [60]. The PRISM model 

checker is based on probabilistic modeling techniques in which the 

probabilistic performance of a structure is described according to the 

reactive modules formalism, and then fed the probabilistic behavior in 

to the PRISM language [65]. The PRISM tool has a built-in 

simulation tab which is discrete in nature and it can be used for 

statistical data analysis. Furthermore, it is designed for the verification 

of every kind of Markov processes, i.e., CTMC [63], DTMC [29], 

  Fully Probabilistic Non Deterministic 

Discrete Time Discrete Time Markov 

chain 

Markov decision 

processes 

Continuous 

Time 

Continuous Time 

Markov chain 

Probabilistic Timed 

Automata 
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MDP [64] and PTA [65]. Details on how to fed a Markovian model in 

PRISM tool with command in PRISM language can be seen in [106]. 

2.4  Smart Grid 

 

The conventional electricity networks [71, 72] were developed more 

than a century ago when the concepts of power generation and 

consumption off electricity were not much complicated (i.e., without 

high-level automation and communication inputs etc.). The traditional 

or existing grids are also called a one way flow of energy where 

electricity produced at the centralized generation end increases its 

voltage through step up transformer and sends the energy through the 

transmission line and upon reaching the consumer end decreases its 

voltage through step down transformer. It is difficult for the 

conventional network to make the grid to fulfill the requirement of 

average variation of demand of electricity in the real time period. Up-

grading the traditional electric power grid to the future power grid by 

accumulating the components (such as voltage sensors, current 

sensors, fault detectors and two ways digital communication networks 

etc.) is being done. Therefore, it is possible for the future grid [6, 73, 

74] giving a concept of bi-directional flow of energy along with 

communication data [75] and control messages of power network in a 

coupling network. It also consists of communication technology, 

sensing and measuring instrument, electric storage, demand response, 

renewable energies integration and information technologies. In 

addition, it can store the electrical energy in electrical vehicle system 

[1, 76] and used it when-ever it is necessary. The renewable energies 

like bio-mass energy, solar and wind energy are also integrated into 

the distribution system of future grid to fulfill the requirement of high 

demand of electricity in the 21st century [77]. 

It is not feasible to construct the new grid from scratch and adding all 

the sensors such as voltage sensors, current sensors, fault detectors 
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and two way digital communication network. All we can do is to 

replace the traditional electric power grid with the future power grid 

by accumulating the components as shown in fig. 2. 

 

 
                                      Fig. 2 Smart Grid (Source : [78] ) 

 

 

Principally, The Smart Grid consists of three systems i.e smart 

communication system, smart administration system and smart 

protection system. The smart communication system deals with the 

power and information sector of the Smart Grid and guarantee the 

mutual flow of information and power. Renewable energy produced 

by any consumer through solar panel and bio gas generator can also 

be placed into the grid as well as  power can be stored in plug-in 

vehicles and deposit on electric power grid when the demand of 

electricity is high. 

 

In additional, smart administration system is the secondary method 

that given complex administration tasks, organizes and controls the 

different services of the Smart Grid. The application which is evolved 

recently related to management can control the equipment, 

machinery, tools and upgrade the ability of this difficult 

communication and power structure which keeps the grid more 
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valuable and smarter. The smart administration system has some 

highly developed management objectives which includes the power 

effectiveness development, contribute and stipulate stability, CO2 

production manager, rate decrease and utility maximization.  

 

On the other hand, the smart protection system is the associate system 

of Smart Grid that defines the highly developed grid dependability 

study (i.e, power sources of communication network), malfunctioning 

security, protection and isolation services. By intriguing improvement 

of the smart communication system, the Smart Grid should not simply 

recognize the smart administration system, but also given a smarter 

protection system which can be added successfully and powerfully to 

maintain the malfunctioning protection mechanisms, and deals with 

cyber protection matters and  protect isolation and confidentiality. 
 

2.5  Fault Localization, Isolation and Restore behavior for Smart 

       Grid  

 

Whenever the fault occurs in the substation of Smart Grid due to the 

malfunction of transformer or the fault current exceeds the threshold 

value, the over current relay of substation trips-off the circuit breaker 

of that particular substation and the IED associated to this circuit 

breaker transmits the alarm message along with ‘FDIR start message’ 

(FASM) to other load switches IEDs which are connected and 

controlled by the IEDs of the circuit breaker of the substation. The tie 

switch which is present in the substation (but not alive) discards the 

FASM message by their IEDs. The IED of other load switches which 

are connected to the substation receive the FASM message and start 

the process of fault localization and check the fault flag status at the 

feeder terminal unit (FTU) of load switches. The error flags of load 

switches are raised by feeder terminal unit whenever the protection 

relay senses the faulty current in the substation of distribution 

network and trips-off the circuit breaker of the substation. The IEDs 

of circuit breaker communicates with each IED of load switches in 
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order to find the exact location of the fault by checking the fault flags 

set at the local feeder terminal unit of the load switches. The IED of 

the circuit breaker synchronizes itself with each IED of load switches 

by sending and receiving the related control data messages.  

Once the fault is determined and the fault flag raised at the FTU of 

any load switch, the fault localization process is completed and the 

IED of that particular load switch begins the fault isolation process, 

trips-off the particular load switch and detach this load switch from 

the rest of the circuit in with a limited time period and send the ISOM 

message to each IEDs of load components (such as switches, circuit 

breaker, protection relay) and tie switches of the feeder of substation 

in order to restore the power of substation through tie switch and start 

the process of the closing preparation of tie switch.  

Basically the isolation results message (ISOM) sends the two types 

of messages i.e., error result of isolation and the plan of restoration of 

the power supply of the system.  

After the completion of the fault localization process and fault 

isolation process, the supply restoration process starts and its main 

purpose is to restore the power supply of substation through tie switch 

within the limited time and connect the tie switch to core feeder or 

reserve feeder depending upon the lesser energy space between each 

other. If the non-active switch cannot re-establish the power delivery 

of substation through main source then it will select the reserve 

energy feeder from the faultless energy side of the substation of Smart 

Grid. 

Fault flags play a significant task in defining the state of each IED of 

the component of Smart Grid as shown in Fig. 4. Basically there are 

four possible states to each IED of the component present in the 

substation i.e., fault, restore, outage and normal and it is given in fig. 

3. 
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                               Fig. 3 State of IED (Source : [58] ) 

 

During normal operation of substation, all IEDs of components are 

in normal state whereas fault flags set on IEDs are in outage state. 

Whenever the fault occurs in the substation, the over current 

protection relay detects the faulty current in a substation and trips-off 

the circuit breaker, the fault flags set IED of the associate component 

which changes its state from normal to faulty state and the other de-

energized section i.e. the tie switches IEDs in the distribution network 

turns into the restore section. The faulty state load switch starts the 

process of FDIR and if the isolation process is successful within the 

fixed time period by tripping-off the load switch successfully, then the 

faulty state status of the load switch changes into outage state but if 

the isolation process fails and the load switch does not trip-off within 

the fixed time period then the faulty section will expand and take 

more de-energized load switch from restore section and change them 

into the faulty section. After completing the process of fault 

localization and isolation process, supply restoration service 

automatically powers the restore section and tries to connect the tie 

switch with the other load switches of substation. If the restore switch 

is successfully closed within a limited time in the restore section then 

the state of restore section turns into the normal state but if the restore 
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switch does not close and the process is failed then the restore state is 

changed into the outage state. When the fault is cleared either 

automatically or manually in the outage section, then the outage state 

changes back to normal state. 

 

2.6  Tianjin Electric Power  Corporation 

 

The radial distribution system of Tianjin Electric Power Corporation 

[58] is shown in fig. 4 in the form of block diagram along with the 

circuit breaker, relays and switches which are connected to substation. 

Note that the details of each block are given separately in fig. 5 to fig. 

12 because of huge distribution network details. The overview on 

china’s Smart Grid can be found in literature [79-81] and Tianjin Eco 

city is one of the pilot project of Smart Grid where integration of the 

necessary component of Smart Grid is demonstrated and 

accomplished in 2011. 

In Tianjin Electric Power Architecture, the IEDs of associated 

components are wired-connected (Ethernet) to other IEDs of the 

component of substation in order to send and receive the control 

messages of power network. The distribution system of Tianjin 

Electric Power Architecture is basically consists of four feeders in 

which the substation A (shown in fig. 5) carries the feeder represented 

as 101 and substation B (shown in fig. 6) carries the feeder named as 

102 while the substation C (shown in fig. 7) carries two feeders 

named as 103 and 104. Each feeder of the substation has a circuit 

breaker which is controlled through the over-current protection relay. 

For the circuit breaker to communicate, over current protection relay 

and load switches of substation, intelligent electrical device (IED)/ 

DFA controller is installed on each element of the future grid. The 

switches present in the distribution network are load switches which 

are operated and controlled through IEDs. Feeder terminal unit (FTU) 

are also connected with every load switch to define the status of the 
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load switch through various flags. The IED of circuit breaker 

implements the FDIR process by sending the alarm message along 

with FASM messages to each IEDs of load switch. When an error 

occurs in the substation of the distribution network, the protection 

relay of circuit breaker is energized and trip-off the circuit breaker 

and sends the FASM message to all load switches of the substation. 

The IED installed on each load switch starts the process of FDIR by 

checking the fault flags in each feeder terminal unit of load switches. 

The switches around faulty section is tripped for some time in order to 

isolate the fault by detaching the faulty load switch from the circuit 

and restore the substation through tie switches which is located at the 

non-faulty section of substation.   

The embedded software of IEDs of each load switch sends the 

information together with the voltage, current, power, position and 

fault flags status to the other IEDs of circuit breaker and relays. The 

IED of each component also synchronizes itself with the neighboring 

IED in order to send and receive the data and perform its function 

properly. 
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   Fig. 4 Tianjin Electric Power Distribution Network (Source : [58] )  

 

 

 
 

              Fig. 5 Substation A of Tianjin Distribution Network 
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               Fig. 6 Substation B of Tianjin Distribution Network 

 

 
 

                   Fig. 7 Substation C of Tianjin Distribution Network 



 
 
 
 

Page | 39 
 

 
          Fig. 8 Switching Station of Tianjin Distribution network 

 
 

   Fig. 9 Switches of Substation A of Tianjin Distribution Network  
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  Fig. 10 Switches of Substation B of Tianjin Distribution Network 

 

 
   Fig. 11 Switches of Substation C of Tianjin Distribution Network 
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Fig. 12 Switches of  Substation C of Tianjin Distribution Network 

 

2.7  Communication Networks 

 

Communication network of Smart Grid can be designed through 

wireless communication medium or power line communication 

medium, therefore it is necessary to provide necessary details of 

communication network in order to develop the Markov model of the 

communication medium which can be found in chapter 3. 

 

2.7.1 Wireless Communication 

  

The communication network plays a significant task in the 

distribution system of Smart Grid, when it comes to sending and 

receiving the bi-directional flows of communication data, information 

and important control messages between the sending intelligent 

electrical device (IED) and receiving IED of the components of Smart 

Grid in a coupling network (power and wireless communication 

network). Fault occurrence in the power network does not affect the 

communication network because of the introduction of back up 
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battery and power supplies provided to the main router of the 

communication system. 

The conventional electricity networks [71, 72] were developed more 

than a century ago when the concepts of power generation and 

consumption off electricity was not much complicated (i.e., without 

high-level automation and communication inputs etc.). The traditional 

or existing grids are also called a one way flow of energy where 

electricity is produced at the centralized generation end, increases its 

voltage through step up transformer and sends the energy through the 

transmission line and upon reaching the consumers end decreases its 

voltage through step down transformer. It is difficult for the 

conventional network to make the grid to fulfill the requirement of 

average variation of demand of electricity in the real time period. Up-

grading the traditional electric power grid to the future power grid by 

accumulating the components (such as voltage sensors, current 

sensors, fault detectors and two ways digital communication networks 

etc.) is being done.  

The Smart Grid [6, 73, 74] giving a concept of bi-directional flow of 

energy along with communication data [75] and control messages of 

power network in a coupling network. It also consists of 

communication technology, sensing and measuring instrument, 

electric storage, demand response, renewable energies integration and 

information technologies. In addition, it can store the electrical energy 

in electrical vehicle system [1, 76] and use it when-ever it is 

necessary. The renewable energies like bio-mass energy, solar and 

wind energy can be also integrated into the distribution system of 

future grid to fulfill the requirement of high demand of electricity in 

the 21st century [77]. 

Through literature review, We are proposing that all the 

communication carried on between controller of switches, circuit 

breaker and relays in the substation of Smart Grid are through 
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wireless or PLC and they construct the wireless mesh network in 

order to communicate with each component of the substation of the 

Smart Grid and the protocol they will follow is the wireless LAN 

802.11E. The channel access in wireless communication system 

depends on the carrier sense multiple access with collision avoidance 

(CSMA/CA) with a random back off time i.e., to listen the carrier first 

before sending. we are taking three switches, circuit breaker and relay 

of the substation and design the Markovian model in order to analyze 

the basic access mechanism of wireless communication in 

probabilistic  model checker PRISM. We are interested to capture the 

IEEE 802.11-DCF behavior and transform it into the probabilistic 

model in PRISM model checker tool and integrate the wireless 

communication model with the overall model of FDIR in order to 

analyze the probability failure of certain component of the substation 

of the Smart Grid. A radial distribution system of Tianjin Electric 

Power Corporation [58] is given in fig. 13 along with IEDs connected 

to each component of the distribution system with wireless 

communication system. 
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2.7.2 Power Line Communication 

Power line communication network is one of the primary elements of 

the Smart Grid for sending and receiving the bi-directional flows of 

information in a reliable and efficient way. With over 200 Mbps of 

data rate, G3-power line communication (PLC) network is the most 

ideal preference over wireless or any other wired communication 

technology due to low cost, high throughput and better reliability for 

the Smart Grid. This motivated us to study the accuracy and reliability 

of the flow of information of the PLC network for the fault detection, 

 

Fig. 13 Tianjin Electric Power Network Showing Wireless Communication 

Link 
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isolation and supply restoration behavior in the distribution system of 

Smart Grid. 

Power line communication technology uses the existing power 

cables to send and receive the bilateral flows of information [82, 83], 

[84] along with the energy transmitted through it. Depending upon the 

frequency ranges, data rates and application, the popular three classes 

of power line communication technology are ultra narrow band  PLC, 

narrow band PLC and broad band PLC [85] and the standard of these 

three classes of power line communication system is stated in [86]. 

Recently, the higher data rate of narrow band PLC technology i.e., 

PRIME and G-3 PLC standards are developed specifically for the 

application of Smart Grid communication system [87-89] based on 

OFDM multiplexing at the physical layer and operated at frequencies 

between 3 KHz  to 500 KHz  and the test results of these PLC 

technologies are reported in [90, 91]. The channel access in G-3 

power line communication system depends on the carrier sense 

multiple access with collision avoidance (CSMA/CA) with a random 

back off time i.e., to listen the carrier first before sending [89]. A 

radial distribution system of Tianjin Electric Power Corporation [58] 

is given in fig. 14 along with IEDs connected to each component of 

the distribution system showing the power line communication 

system. 
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2.7.3 Behavior of Coupling Networks when Fault is Occurred in 

Distribution System 
 

It is of the interest to analyze the interdependent behavior of two 

coupled network i.e., communication network and power network in a 

fault management scenario and discuss each step of network in brief 

in order to understand the whole working condition of coupled 

network when fault occurs on the arrangement as given in fig. 15. 

 

Fig. 14 Tianjin Electric Power Network Showing Power Line 

Communication Link 
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Fig. 15 Coupling Network [46] 

At the initial stage when time T=to, both coupled network runs 

normally and the nodes of communication network communicates 

with each other normally with full of reliability and availability. At T 

=T1, a fault is occurred in the power network due to faulty current in 

the substation because of malfunction of transformer and over-current 

relay trips-off the main circuit breaker. The IED associated to power 

nodes captures the malfunction state and starts sending the alarm 

messages to all the nodes connected to it. Since time delay plays a 

very crucial part in Smart Grid, at T= t2 the alarm message propagate 

in all direction and is received at the receiver node  in three direction 

within the possible time delay  missing the one direction indicated as 

purple color node. The reason not to reach the particular node within 

the time period is because of time consuming message process, 

malicious jamming attack and network congestion. Without the 

expected coordination, the three IEDs which received earlier the 

alarm message will not clear the actual fault and the missed IED node 

will remain in the same state and will become a fault node to possibly 

damage other nearby device. At T =t3 more devices can be damaged 

due to this alarm missed IED node and the number of faulty devices 

may possibly increase. Based on this situation a reliable 
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communication network is required for the proper operation of IEDS 

where probability of failure of communication network is very low 

such as in wired system liked Ethernet networks but installation cost 

is much higher as compare to wireless communication network or 

PLC network. 

 

2.8  Justification of the Formal Model of FDIR 

 

Several studies, e.g. [92], [58], [93] reviewed and discussed the fault 

processing technologies in Smart Grid distribution system and 

mentioned the short circuit fault location, isolation and service 

restoration system as well as defined the single phase to ground fault 

processing. They described the principle of the self healing control of 

an open –loop/closed-loop distribution network and established the 

simplified model of fault location, isolation and service restoration 

system. They defined the standard of fault processing based on a 

distribution automation system (DAS) with centralized intelligence 

including the master station, sub-station, feeder terminal unit and the 

communication system through which data is transferred to all 

controller of the load switches. The rule of DAS fault processing 

program, fault isolation program and service restoration program are 

also illustrated in the book. 
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Chapter 3 

 
Proposed Methodology 

 
Summary: 
 

In this chapter, the proposed formal verification methodology for 

fault detection, isolation and recovery system is developed and 

demonstrated in fig. 16, and developed the Markov model of FDIR 

system along with communication network. This chapter also 

proposes several properties to analyze, predict and verify the FDIR 

model and communication model. Each block of the proposed 

methodology is explained below according to the proper operation of 

FDIR in Smart Grid.  

3.1   Modeling FDIR Algorithm in PRISM 

 

The proposed methodology can be used to verify the probabilistic 

Markov model of FDIR in PRISM model checker [59]. The model 

consists of circuit breaker, feeder, protection relay, distributed feeder 

automation controller and switches.  

To analyze the behavior of FDIR in PRISM [59], it mainly involves 

three modules i.e., fault localization, isolation and service restoration 

system and the model of FDIR behavior is selected as DTMC [94-97]. 

The first step is to initialize the variables in PRISM tool and then 

translate the finite state machine (FSM) i.e., Markov chain into 

PRISM language. After modeling the behavior of FDIR in PRISM 

tool, we need to compile it and test its functionality. It is good to 

perform the simulation first in order to find many unpredicted errors 

in the models before formal verification. With the purpose of staying 

away from the ‘state space explosion’ in formal verification approach 

[59], we apply the abstraction on the whole system and verify the 

FDIR behavior on substation A along with three load switches. Other 

substation of Tianjin electric power corporation is also connected with 
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three load switches where FDIR algorithm is running in order to 

detect and restore the system. . From the nordel statistics [98], the 

realistic values of failure probabilities of components in substation are 

taken for all kinds of faults occurring (due to power transformer, 

instrument transformer, circuit breaker, disconnector, surge arresters 

and spark gap, bus bar, control equipment, common ancillary 

equipment, and other substation faults) in a substation during the 

years (2000-2007). In this regard, we have selected the worst case of 

0.476 failure probability of all the components of substation of 

Norway country among other Nordic countries to be used for the 

Tianjin Electric Power Corporation. More specifically, 0.316 failure 

probability of control equipment (i.e., IEDs) and 0.023 failure 

probability of  disconnector and ancillary equipment) are taken as a 

reference failure probabilities from [98] to be used in Eq. (1) for the 

calculation of the overall failure probabilities of components and 

IEDs which comes out to be 0.6415. 

 

PFDIRCC = (PFDIR + PCC) - (PFDIR * PCC)                            (1) 

 

Where PFDIRCC is the overall failure probability of the system, 

PFDIR is the FDIR component failure probability. 

PCC is the control and communication component (IED) failure 

probability. 

Similarly, [46] presented and derived the realistic values of 

probabilities of failures of alarm message transmission to load switch 

IED within the specified time (e.g., 3ms for 9 bus system). To cater 

realistic scenario, we have considered our network to be a 9 - bus 

system whose failure probability is found to be 0.57 (57%) according 

to [46]. It is noted that the message failure of IEDs is usually occurred 

due to transmission failure, network congestion and malicious 

jamming attacks. 
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3.1.1 Identifying Modules 

 

FDIR of the substation of Smart Grid basically consists of three 

modules and each module represents the complete process which is 

transformed to in the Markov chain model. The Markov chain model 

acts as a finite state machines and each state transits to another state 

with augmented probabilities. 

3.1.2 Identifying Variables 

 

Each modules of FDIR has its own variables which are used to share 

the data among the other modules of the FDIR model. The input and 

output variables in each module act as global variables and can be 

used in other module. The variables are initialized in their respective 

modules by giving its data type [94-97]. 

 

 

 
                                  Fig. 16 Proposed Methodology 

 

 

3.2   Discrete Time Markov Chain 

 

A Markov chain which is probabilistic in nature and the transition 

state only holds the current probabilistic value and does not depend 
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upon the past value also called the memory less property. Discrete 

time model often used as a time abstract model for a reactive systems 

in which each time domain is discrete and each transition occurred 

with a single time unit corresponds to a single clock pulse. 

 

In DTMC, the present states move to next state by fulfilling the 

certain condition with the applied probabilities, whereas in CTMC the 

present state transit to next state does not depend only the  

probabilities to make such transition but also include the delay before 

making the transition and move to the next state. These random 

delays usually are represented as exponential probability distributions. 

fig. 17 shows the working example of the probabilistic model where 

every state transition to the other state is based on the applied 

probabilities. 

 

 

 
Fig. 17 Working of Probabilistic Models 

3.2.1 Case 1 Markov Model ( Protection relay, CB with 3 Load  

   Switches)  

 

In case 1, we take 3 load switches with circuit breaker and protection 

relay of Tianjin Electric Power Corporation to develop and implement 

the FDIR behavior on it. 

In order to construct the behavior of FDIR in PRISM [59], it mainly 

involves three modules i.e., fault localization, isolation and service 

restore system and we have chosen to model the FDIR behavior as 
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DTMC [94-97]. The first step is to initialize the variables in PRISM 

tool and translate the finite state machine (FSM) i.e., Markov chain 

into PRISM language. After modeling the behavior of FDIR in 

PRISM, It is good to perform the statistical simulation first in order to 

find many unpredicted errors in the models before formal verification. 

The PRISM model together with the brief description of each 

modules are describe below and the PRISM coding of case 1 of 

Markov model of FDIR system can be found in Appendix A. 

 

3.2.1.1 Development of Fault Detection Model 
 

In Markov model of fig. 18, all variables and constants are initialized 

in the Loc_State’=1 as mentioned in the table attached with fig. 18. 

The fault permit probability (0.476) is initially taken from the Nordel 

analysis of Norway country as explained in section 3.1. 

The Tianjin distribution network runs smoothly until the permanent 

fault (Fl_permit) does not occur. There are two possibilities (1) When 

the fault occurs due to switching failure of distribution network (with 

the probability fl_permt=0.476), the FDIR process starts at 

Loc_State’=2 using ideal communication medium. (2) When the fault 

occurs due to IED plus switching failure of distribution network (with 

the probability fl_permt=0.64158) the FDIR process starts at 

Loc_State’=2 using communication medium. As the fault current 

exceeds the maximum value in Loc_State’=2 with probability =1, the 

protection relay sense this faulty over-current and trip the circuit 

breaker. The circuit breaker IEDs/controller is activated and sends the 

FASM message along with ACMP message to its connected load 

switches IEDs in the Loc_State’=3. To send the data packet with 

probability 1, it uses the parameters of FHSS i.e., frequency hopping 

spread spectrum [99-102] as a physical layer to send and receive the 

data at a transmission bit rate of 2 Mbps. Due to weather condition, 

delay and noisy environment, 0.43 is the probability [46] that each 

load switch controller received the FASM and ACMP message 

correctly without any delay and distortion. Once the load switches 

receive this signal, it initially checks whether it is a tie switch or not. 
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If it is not a tie switch, fault processing start and check the fault flag 

status (Fl_flg) in the feeder terminal unit. If Fl_flg status is active then 

this is the faulty switch otherwise it forward the FASM and ACMP 

messages to another load switches. If fault location does not find in 

any load switches, then the FASM message will be discarded and 

send back to circuit breaker controller (Loc_state’=3). 

 

3.2.1.2 Development of Fault Isolation Model 

After completing the process of fault detection and finding the fault 

flags in the particular load switch, the fault isolation process starts in 

order to isolate this faulty load switch from the rest of the network as 

shown in fig. 19. The variables and constants are initialized in the 

Iso_State’=1 as mentioned in the table attached below fig. 19 of fault 

isolation model. In Iso_State’=2, 0.977 is the probability [98] that the 

load switch trip off with in the limited time with-out any delay. If the 

load switch trips-off, the isolation is successful and send the ISOM 

message to the other load switches indicating the faulty section and 

starts the process of closing preparation in the restoration section 

through tie switch within the limited time. On the other hand if the 

load switch does not trip-off within the limit time (0.023 probability) 

[98], the isolation fails by sending the ISOM message and expands its 

faulty area by including more de-energized switch from the restore 

section with control switch ID=0. It is necessary for the tie switch to 

receive the ISOM message at the time of closing; otherwise it cancels 

the process of closing preparation of the tie switch. 
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Meaning of Variables and Constants used in Fig. 18 

Variables/Consta

nts 

Meanings Variables/Co

nstants 

Meanings 

Fl_permt Permanent 

Fault 

ACMP Available 

Capacity of 

Main Power 

Source 

FC Fault Current Sw_Tie Tie Switch 

CB_Cont Circuit 

Breaker 

Controller 

Fl_Prs Fault Process 

CB_Trip Circuit 

Breaker Trip 

Prt_rly Protection 

Relay 

FASM FDIR 

Message Start 

Fl_flg Fault Flag 

Fl_Local Fault 

Localization 

Fl_Sw Fault Switch 

Sw_SDSI Switch Data 

Service 

Instance 

Sw_Id Load Switch ID 

Loc_state Localization 

state 

  

Fig. 18 Fault Detection Model 
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3.2.1.3  Development of Supply Restoration Model 

 

In Rest_State’=1, variable and constants are initialized as defined in 

the table attached below of fig. 20 of the supply restoration model. 

The tie Switch receives the ISOM message with a probability of 0.43 

[46], starts the reclosing process with probability of 0.977 [98] and 

issues the RESM message to its neighboring switches. But if it fails to 

receive the ISOM message (failure probability 0.57) [46] or reclosing 

(failure probability 0.023) [98], it issues the RESM message by 

putting tie switch ID=0 and develops a new restoration scheme with 

another tie switch. ISOM message compares the actual load needed 

with the available power source and sends the restoration policy to all 

the tie load switches connected with it. 

 

Meaning of Variables and Constants used in Fig. 19 

Variables/Constants Meanings Variables/Constants Meanings 

       Power Source Power 

Source ID 
ISOM Isolation Result 

Message 

Iso_state Isolation 

state 
            Sw_Trip Switch Trip 

Fl_Section Faulty 

Section 

              Fl_Isl Fault Isolation 

Fig. 19 Fault Isolation Model 
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3.2.2 Case 2 Markov Model (Protection Relay, Circuit Breaker  

   with 6 Load Switches) 

 
Summary: 

 
In this section, Markov model of FDIR process is developed by 

considering 6 load switches, circuit breaker, protection relay and IEDs 

of the distribution network and the PRISM coding of case 2 of 

Markov model of FDIR system can be found in Appendix B. 

 

3.2.2.1   Development of Fault Localization Model 

 

The substation is connected to six load switches which is the 

maximum number of load switches connected to any feeder of the 

Smart Grid. The feeder has a circuit breaker along with the protection 

relay to detect the faulty current of the substation.  The distribution 

feeder automation controller is installed on each circuit breaker and 

on the load switches in order to communicate among each other by 

 

Meaning of Variables and Constants used in Fig. 20 

Outage Outage 

Switch 

resm Restoration Result 

Message 
recovered_switch Tie_Switch Sw_Tie Switch Tie 

rest_state Restoration 

State 
ISOM_Sw Tie Switch received 

the ISOM Message 

Fig. 20 Supply Restoration Model 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Fault Fig. 3 Fault Isolation Model 
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sending and receiving certain messages like current, voltage, power, 

fault flags, synchronize data, ACMP, ACSP etc. 

In order to construct the Markov model of fault localization process 

of FDIR, the following points should be considered as shown in fig. 

21.  

 

• The fault localization process starts only when CB detects the 

abnormal current otherwise, it will not start. The localization 

process and DFA controller of each switch and protection relay 

send and receive the information of ampere, frequency, error 

flags, location and energy, respectively. 

 

• When the protection relay detects the faulty current, it should 

trip the circuit breaker of substation and activates the controller 

of CB by sending the FASM message to each switch. 

 

• The FASM message received by tie switches is discarded and 

forwarded to the trip switch. 

 

• The load switch which receive the FASM message will begin 

the procedure of fault localization and check the fault flags in 

the feeder terminal unit of load switch. 

 

• If two fault flags are found in the feeder terminal unit of switch, 

then it is a restore section. 
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           Meaning of Variables and Constants used in Fig. 21 

Variables/Consta

nts 

Meanings Variables/Co

nstants 

Meanings 

Fl_permt Permanent 

Fault 

ACMP Available 

Capacity of 

Main Power 

Source 

FC Fault Current Sw_Tie Tie Switch 

CB_Cont Circuit 

Breaker 

Controller 

Fl_Prs Fault Process 

CB_Trip Circuit 

Breaker Trip 

Prt_rly Protection 

Relay 

FASM FDIR 

Message Start 

Fl_flg Fault Flag 

Fl_Local Fault Fl_Sw Fault Switch 
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Localization 

Sw_SDSI Switch Data 

Service 

Instance 

Sw_Id Load Switch ID 

Loc_state Localization 

state 

  

Fig. 21 Fault Localization Probabilistic Model (6 Load Switches) 

 
3.2.2.2   Development of Fault Isolation Model 

 

After completing the process of fault localization in the substation of 

Smart Grid, the fault isolation process will start. Fault isolation 

process performs two main functions. First, it trips off the faulty 

switch within a limited time and then send the isolation result 

message (ISOM) to tie switch which is located in restore section in 

order to start the process of closing preparation and restore the circuit 

within a limited time. To construct the isolation process model, 

following points should be considered and it is shown in fig. 22. 

 

• After finding the fault flag in the feeder terminal unit of switch, 

the DFA controller trips the switch. 

 

• If the switch is successfully tripped, ISOM message will be  

send by this switch to its neighboring switches around restore 

section. 

 

• If the switch does not successfully trip with in limited time, it 

will send the ISOM message to restore section with the control 

switch ID=0. 

 

• When the process of closing preparation of tie switch is going 

on and it receives the ISOM message then it will activate the 

closing preparation.  

 

• If the tie switch does not receive ISOM message at the time of 

closing preparation, then it will cancel the process of closing 

preparation. 
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         Meaning of Variables and Constants used in Fig. 22 

Variables/Constants Meanings Variables/Constants Meanings 

       Power Source Power 

Source ID 
ISOM Isolation Result 

Message 

Iso_state Isolation 

state 
            Sw_Trip Switch Trip 

Fl_Section Faulty 

Section 

              Fl_Isl Fault Isolation 

       Fig. 22 Fault Isolation Probabilistic Model (6 Load Switches) 
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3.2.2.3  Development of Supply Restore Module 

 
The restoration process of FDIR starts after the completion of fault 

isolation and fault localization process. The restoration result 

messages (RESM) is issued by tie switch. If the tie switch does not 

close after receiving the ISOM message, then a new restoration 

scheme will start with another tie switch. In order to construct the 

model of Supply restoration, following points should be considered 

and it is shown in figs. 23 & 24. 

 

• When restoration operation successful and the DFA controller 

of switch receive the message, then RESM message issued by 

this switch reaches to neighboring switches near the restore 

section. 

 

• When restoration operation failed and the DFA controller of 

switch knows about it, RESM message will also be issued by 

this switch and send it to neighboring switches near the restore 

section by putting its ID=0. 

 

• If the closing switch receives RESM message, it will discard it. 

 

• The ISOM message which sends by the tie Switch also obtains 

the RESM message by means of zero operating result; it will 

reselect the reserve energy supply. 
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Because of huge details of the load switches of supply restore, we 

divide it in 2 figures and each figure carry three load switches which 

is  connected to the restore state 1 as shown in figs. 23-24. 

 

 Meaning of Variables and Constants used in Fig. 23 

Outage Outage 

Switch 

resm Restoration Result 

Message 
recovered_switch Tie_Switch Sw_Tie Switch Tie 

rest_state Restoration 

State 
ISOM_Sw Tie Switch received 

the ISOM Message 

Fig. 23 Supply Restoration Model 
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                Meaning of Variables and Constants used in Fig. 24 
Outage Outage 

Switch 

Resm Restoration Result 

Message 
recovered_switch Tie_Switch Sw_Tie Switch Tie 

rest_state Restoration 

State 
ISOM_Sw Tie Switch received 

the ISOM Message 

Fig. 24 Supply Restoration Model 
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3.2.3 Case 3: Integration of FDIR Model with Communication 

Network 

 

Approaches [99-102] describe the principles and standards of the 

IEEE 802.11 DCF. Similarly references [89]  [103] describe the 

principle and standard of the IEEE 1901 communication network. To 

fully understand the concept of power line communication 

technologies, products and standards, the work in [103] defines the 

important features of the medium access methods and modulation 

techniques of the PLC channel. Recently a lot of research is done 

when PLC system is used as a medium in Smart Grid in order to send 

and receive data through different IEDs installed at different 

components and locations of the distribution network. Both 

communication networks uses the carrier sense multiple access/ 

collision avoidance at medium access control (MAC) layer to send the 

data at physical layer. We are interested to analyze that how the 

switches, circuit breakers and relays of Smart Grid communicates 

with each other over communication medium by sending and 

receiving the important messages of FDIR algorithm in Smart Grid 

after the occurrence of fault and performed their function properly in 

least possible time with accuracy. We developed the Markovian 

model of the communication network based on basic access 

mechanism of the IEEE 802.11 DCF/ G-3 power line communication 

protocol along with receiving station of communication system and 

then integrate the model with the global model of FDIR in order to 

formally verify the model in PRISM model checker through temporal 

properties and analyze the failure probability of the certain component 

of the substation of Smart Grid. In our model, we take circuit breaker 

IED of substation of Smart Grid along with three load switches IEDs 

of the distribution network and construct the discrete time Markov 

chain (DTMC) of these four IEDs in which substation IED sends the 

fault messages to each load switch connected to it. To send the data 
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packet with probability 1, it uses the parameters of OFDMA i.e., 

orthogonal frequency division multiple access as a physical layer to 

send and receive the data at a transmission bit rate of 20 Mbps. With 

probability 0.43 at 3ms delay, all the data packets are sent and 

received by switches and circuit breaker of the Smart Grid. The 

probability 0.43 through which circuit breaker IED can send the data, 

if the channel is open, the sender sends the data and enter into 

vulnerable period where back-off value (a random number generator) 

is ‘0’ and if the channel is not free the station enters into random 

period where it waits for back-off value reaching to ‘0’ in order to 

send the data. The total instance for sending the data can be varied 

i.e., non deterministic. If the data packet is sent by the sender is 

successfully received at the receiving end then it waits for the 

acknowledgement. After getting the acknowledgement, the sender 

checks the value of back-off, if it is ‘0’ then the sender sends the 

another data packet but if back-off value is not ‘0’, it will wait till the 

back-off value reaches to 0 in order to send the data packet again.  

The sender waits 200μs, if it receives the acknowledgement, it 

means the data packet sent accurately otherwise the time-out occurs 

and it enter into the random process where the sender waits for the 

medium to check a back-off value reaching to ‘0’ in order to resume 

its transmission by sending again the data packets. The back-off value 

only reaches to ‘0’ when the channel is idle for certain instances and 

if the channel is active by sending and receiving the data packets of 

another station, the back-off decreasing value is stopped and wait for 

a channel to be free in order to decrease its value and reaches to ‘0’ so 

that the sender can send and receive the data packets with another 

station. The new Markovian model of the communication network is 

developed and is given in fig. 25 and the PRISM coding of case 3 of 

the Markov model of FDIR system with communication network can 

be found in Appendix C. 
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3.2.3.1 Development of Receiving Station Markovian Model 

The new discrete time Markov chain model (DTMC) of the 

receiving station for the communication system is developed by 

considering the three elements in which the state transition occurs 

from one state to another state with probability 1. Again, 0.43 is the 

probability at which each receiving station waits for the data packet to 

receive. If the data packets are received accurately then it wait for 

SIFS and send the acknowledgment but if the data packet is not 

receive correctly (0.57 probability), the receiving station do nothing. 

The probabilistic Markov model of receiving station is given below in 

fig. 26. 
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Meaning of Variables and Constants used in Fig. 25 

Com_State Communication 

State 

Trans     Transmission of     

Messages 

        Backoff Random 

generated value 

Ack Acknowledgement 

Vuln Vulnerable 

state 

Ch_Free Channel Free 

    

    Fig. 25 Communication Protocol at MAC layer of Communication System  
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3.3   Functional Verification using Simulation 

 

The other most important advantage of using PRISM [59] is that we 

can simulate our model first and take out the errors in the initial state 

before going to formal verification process which is exhaustive and 

time consuming. The main aim is to construct the model in PRISM 

and then compile it in order to check the errors. Once the errors are 

taken out from the model by compiling it, we use the simulator of 

PRISM model checker to manually check the step of model one by 

one and often detect some critical errors in the initial state which can 

 

Meaning of Variables and Constants used in Fig. 26 

Recev_State Receiving Station Recepack           Receiving 

Packet 

        Ack Acknowledgement IED Intelligent Electronic 

Device 

Sifs Short Interframe 

Space 

  

Fig. 26 Receiving Station of the Communication System 
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be corrected in the model at this stage before assigning the temporal 

logic property in the model as shown in fig. 27 

 

                                           Fig. 27 Simulator of PRISM Model Checker 

 

3.4   Formal Function Verification 

 

As depicted in fig. 16, we are interested to verify the model through 

certain specifications. Now we develop the following temporal logic 

property to check the FDIR model along with the deadlock freedom 

property which is very essential to check the programming flaw of the 

model 

 

1) Deadlock Freedom 

 

Deadlock property is the sub-class of the linear-time properties which 

purpose is to ensure that every state has an outgoing transition and the 

entire system never be fall into the halt state. 

We are interested to verify our FDIR model through deadlock 

freedom property, it is very essential to find the errors in the model at 

the initial state. Deadlock defines the algorithm to perform properly. 

Deadlock property basically reaches to every state of the model and 

checks whether this state of the model will move further or remain at 

the present state. 
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2) Detection of Fault Current 

 

Safety property is an important class of linear-time properties which 

purpose is to ensure that at fault current, the  next transition operation 

should be executed immediately i.e tripping of circuit breaker. 

 

3) Fault Isolation Model Turned On 

 

Liveness i.e forever state or  reachability state is the important class of 

linear temporal properties which purpose is to ensure that the fault 

isolation process starts, whenever any controller gets the ISOM 

message from the circuit breaker IEDs. 

When the fault isolation process begins, the other processes of FDIR 

will remain in an idle mode. The objective of the fault isolation 

process is to detach/trip the faulty component of FDIR with in the 

short possible time and we are interested to verify this through 

temporal logic property 

 

4) No Two Processes Run at the Same Time 
 

No two processes of FDIR can run at the same time. This is very 

important as the output of one process is required by the second 

process to perform its task properly. We need to verify this by 

assigning the temporal property in the model. 

5)  Restoration Model should not Take More than 60 sec. 

 

Qualitative properties of probabilistic system assumes that the event 

will surely true with a probability of 1 and restore the system with in 

60 seconds.  

We develop our model in such a way that it will take a least possible 

time in order to restore the power of the substation of Smart Grid 

through non faulty zone and we will verify this by assigning the  
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appropriate property in our model. 

 

6) To Find the Probability that Fault will Occur in Load Switch of 

the System 

 

As PRISM is a probabilistic model checker, we are interested to find 

the probability at which the fault will occur on load switch of the 

distribution system and fault flag is active after the completion of the 

process of fault localization. We need to develop the probabilistic 

property in order to get the failure probability of load switch. 

 

7) To Find the Probability that Fault Flag 2 is Active in Switch 2 

 

We are interested to find the probability at which the fault flag 2 is 

high on load switch 2 after the completion of the fault localization 

process. We will verify this by assigning the probabilistic property in 

our model. 

 

8) To Find the Probability that Load Switch Trip Off at the 

Limited Time 

 

We are interested to find the probability at which any load switch trip 

off with in the limited time whenever it gets the ISOM message. We 

need to verify this through probabilistic property by applying on the 

FDIR model. 

 

9) To Find the Probability to Recover the System through Tie 

Switch 

 

We are interested to find the probability at which the system is 

recovered by tie switch after receiving the ISOM message and sends 

the RESM messages to other load switches mentioning the 

successful/failure restoration of the network. 
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Chapter 4 
 

          Simulation & Formal Verification Results 

 
Summary: 

 
In this chapter, we discussed and present the simulation and formal 

verification results of FDIR system of different cases, three load 

switches, six load switches and integrate the FDIR model with 

wireless communication model of MAC layer and verify the model by 

predicting the important probabilities related to failure, isolation and 

restoration occurred in the whole network.  

 

4.1  Simulation & Result of Case 1: FDIR with Three Load 

       Switches 

 
In this section, we analyzed the FDIR model with three load switches 

in PRISM model checker and evaluate its performance through 

statistical simulation and verified the various conditions by applying 

several properties in the tool. 

 

4.1.1   Functional Verification using Simulation 

 
In this section, we test the developed model in PRISM simulator first 

in order to take out the errors in the initial state before going to the 

formal verification process which is time consuming.  First the fault 

localization, isolation and supply restore model fed to in PRISM 

simulator and we manually check all the step of the process 

individually. The simulation result of the Markov model are given in 

fig. 28.  
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Fig. 28 Simulation Result of FDIR (Three Load Switches) 

 

In Loc_state=0, All the variables are initialized and in Loc_state=2, 

when Fl_permit=true, the FC (fault current) also becomes true which 

tripped the circuit breaker and activates the circuit breaker controller 

to send the FASM and ACMP messages to all the load switches in 

Loc_state=3.  

In Loc_state=7, load switch 1, activates it fault localization process 

and check the fault flag in the feeder terminal unit and finds the fault 

in Loc_state=11. 

Once the fault is identified in Loc_state=11, the isolation process will 

start and in Iso_state=3, it tripped the faulty switch within the fixed 

time and sends the ISOM messages to all the load switches. In 

Iso_state=5, the isolation is successful and detach this faulty load 

switch from the rest of the network. 

In Rest_state=2, the tie switch which receive the ISOM message, 

restore the network by connecting it with the available power source 

and sends the successful restoration message (RESM) to all the load 

switches connected in the network in Rest_state=14.  
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4.1.2   Formal Function Verification Results 

 

In this section we put a number of properties in PRISM [48] in order 

to verify the model formally. In this regard, the following important 

properties are fed into the model checker. 

 

Property 1: DeadLock Freedom 

A desired characteristic of FDIR process is that every state has an 

outgoing transition and the entire system never be fall into the halt 

state. This can be checked by ensuring the deadlock freedom property 

for the underlying algorithm. We tested the model through deadlock 

freedom property which is very essential in taking out the transition 

state error in the first step and also give the information that there is 

no program flaws in it and it will never get stuck/halt at any particular 

state. 

 

A[F deadlock] 

 

The temporal operator “A”  represents always ( now and forever in 

the future) and “F” represents the value true always if the deadlock 

occur on the system. 

The result of the dead lock freedom property is shown in fig. 29 

which states that the model is deadlock free i.e every state of the 

model is reachable and transition occur between the states. 

 

In our case study the dead lock property checks the zero to thirteen 

states of fault localization process (fig. 18), zero to sixteen states of 

isolation process (fig. 19) and zero to nineteen states of restoration 

process (fig. 20) and found that all states are deadlock free. 
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                       Fig. 29 Result of the Dead Lock Property 

Property 2 : Detection of Fault Current 
 

Safety property is an important class of linear-Time properties which 

purpose is to ensure that at fault current, the  next transition operation 

should be executed immediately i.e tripping of circuit breaker 

E[F Fault=0.476 & CB_Trp=true & Loc_state=3] 

 

The temporal operator “E” represents eventually in the future, “&” 

represents conjunction and “F” represents the value true eventually 

when circuit breaker trip in the localization state 3 after the fault has 

occurred. 

The PRISM tool verifies this property by giving the result true i.e., 

whenever fault occurs in the distribution network, circuit breaker 

tripped-off immediately at Loc_state=3. The result of this property is 

shown in fig. 30. 
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Fig.30 Result of Detection of Fault Current 

Property 3: Fault Isolation Model Turned On 

 

When the fault isolation process is going on and the controller of 

circuit breaker tries to trip off the switch as well as isolate this switch 

with the other connected switches, relays or component of Smart 

Grid, it is necessary that the fault localization process and the 

restoration process should be turned off and we can verify this by 

assigning the below mentioned property in our model. 

 

A[F iso_state=1 & !rest_state=1 & !Loc_state=12] 

 

Where temporal operator “A” represents always, “&” represents 

conjunction, “!” represents not and symbol “F” will always be true 

when fault current equals to 1 and isolation process is started while 

the localization process is completed and restoration process is not yet 

been activated. 

 

The PRISM tool verifies this property by giving the result true i.e., 

whenever switches, relays or any component of Smart Grid tries to 

isolate itself with the other connected components, the other two 

processes will remain in idle position and will start only once the fault 
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isolation process is finished. The result of this property is shown in 

fig. 31. 

 
            Fig. 31 Result of Fault Isolation Model Turned On 

 

 

Property 4: No Two Process Run at Same Time 

 

Another most important property to verify in our model is that the 

two processes will not start at the same time and we can verify this by 

putting the below mentioned property 

 

A[F Loc_state=1 & (!(iso_state=1 &rest_state=1))|iso_state=1 & 

(!(Loc_state=1 &rest_state=1))|rest_state=1&(!(Loc_state=1 

&iso_state=1))] 

 

Where temporal operator “A” represents always, “&” represents 

conjunction, “!” represents not, | represents or and symbol “F” will 

always be true when fault current equals to 1 and localization process 

is started while the isolation and restoration process is not started, or 

the isolation process is started but the localization and restoration 

process is not yet been started, or restoration process is started but the 

localization and isolation process is not yet been started. 
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The PRISM tool verifies this property by giving the result true and 

in this way the two processes, fault localization or fault isolation or 

restoration systems will not be started and perform their functions at 

the same time which is shown in fig. 32. 

 
            Fig. 32 Result of No Two Process Run At Same Time 

 

Property 5: Restoration Model should not Take More than 60 sec 

 

The restoration process of the substation of Smart Grid will start after 

the fault localization and fault isolation processes are completed 

successfully and within 60 sec it will complete its process by restoring 

the substation through the tie switch. 

 

A[F Loc_state=1 & time2 <=60] 

 

The notation represents that “A” always now and in the future, the 

FDIR process starts at Loc_state=1, will take only  60 sec time with 

probability 1 to recover the system will always be true by symbol “F”. 

The PRISM tool verifies this property by giving the result true and in 

this way FDIR model will not take more than 60 sec in restoring the 

power of the Smart Grid as shown in fig. 33 
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    Fig. 33 Result of Restoration Model Not Take More Than 60 S  

 

 

Property 6: To Find the Probability that Fault will Occur in Load 

Switch of the System 

 

We are interested to find the probability at which the fault will occur 

on load switch of the distribution system and fault flag is active after 

the completion of the process of fault localization. We developed the 

probabilistic property in order to get the failure probability of the load  

switch. 0.197 (failure) is the probability given by the PRISM tool for 

that fault to occur at load switch. The syntax and the result of the 

temporal logic property are given in fig. 34. 

 
P=? [ true U (Loc_state=11) ] 

 

True always hold probability until Loc_state 11 hold probability. 
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          Fig. 34 Probability that Fault will occur in Switch 1 

 

Property 7: Probability that Fault Flag 2 is high in Switch 2 

 
We are interested to find the probability at which the fault flag 2 is 

high on load switch 2 after the completion of the fault localization 

process. We develop the probabilistic property and assign it on the 

FDIR model in order to get the probability of fault flag high on switch 

2. The syntax and result of the probability is shown in fig. 35. 

 

P=? [ true U (Loc_state=12) ] 

 

True always hold probability until the Loc_state=12 hold probability. 

The PRISM tool given us the 0.3456 (failure) probability at which the 

fault flag is high at load switch 2. 
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           Fig. 35 Probability of Fault Flag present at Switch 2 

 

Property 8: Probability that Switch  Trip Off at the Limited Time 

 

We are interested to find the probability at which any switch trip off 

at the limited time whenever it gets the ISOM message. We develop 

the temporal property and apply on FDIR model . The PRISM model 

checker has given us 0.337 (Successful) probability at which the 

switch trip off properly at the limited time. The syntax and result of 

the PRISM model checker is shown in fig. 36. 

 

P=? [ true U (iso_state=6) ] 

 

True always hold probability until the iso_state=6 hold probability 
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        Fig. 36 Probability that Switch Trip-Off at the Limited Time 

 

Property 9 : Probability to Recover the System Through Tie                           

                     Switch 
We are interested to find the probability at which the system is 

recovered through tie switch. As this is a very essential property, we 

take switch 3 as a recovery or tie switch in order to find the 

probability at which it will recover the FDIR model of the Smart Grid 

after the occurrence of fault. The syntax and result of this property is 

shown in fig. 37. 
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                   Fig. 37 Probability to Recover the Network 

 

4.1.3  Summary of Results of Probability Estimation from PRISM   

           in Ideal Communication Medium of FDIR 
 

Table III summarizes and provide us the failure probabilities of load 

switches (0.19-0.437), successful isolation of load switches (0.207-

0.446) and successful restoration of network through tie switch 

probabilities (0.0726-0.0987), when Tianjin distribution network of 

Smart Grid is connected with Ethernet communication medium. 
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Probability for FDIR with 

Ideal Communication Medium 

   Component Probability of Failure 

(F)/Success (S) 

 

Detection 

Load Switch 1 0.197 (F) 

Load Switch 2 0.345 (F) 

Load Switch 3 0.437 (F) 

 

Isolation 

Load Switch 1 0.207 (S) 

Load Switch 2 0.337 (S) 

Load Switch 3 0.446 (S) 

 

Restoration 

Tie Switch 1 0.0726 (S) 

Tie Switch 2 0.09 (S) 

Tie Switch 3 0.0987 (S) 

Table. 3 Summary of Results of Probability Estimation from PRISM 

 

4.2  Simulation & Results of Case 2: FDIR with Six Load 

       Switches 

  
4.2.1  Functional Verification using Simulation  

 

Simulation is the first step to test the model and PRISM [48] 

provides a built-in simulator to take out the errors in the initial state 

by manually checking the step of the model one by one and detect 

some critical errors in the initial state before going to formal 

verification process which is exhaustive and time consuming. We 

simulate the Markov model in the PRISM tool and check the fault 

localization, isolation and service restoration process step by step .The 

results of the simulation of the process are given in fig 38. 
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                Fig. 38  Simulation Result (6 Load Switches) 

In Loc_state=1, All the variables and constants are initialized and in 

Loc_state=2, when Fl_permit=true, the FC (fault current) also 

becomes true which tripped the circuit breaker and activates the 

circuit breaker controller to send the FASM and ACMP messages to 

all the load switches in Loc_state=3.  

In Loc_state=14, load switch 4, received the FASM and ACMP 

messages and activates it fault localization process and check the fault 

flag status in the feeder terminal unit at Loc_State=17 and finds the 

fault in Loc_state=20 and declared the load switch 4 as the faulty 

switch. 

Once the fault is identified in Loc_state=20, the isolation process will 

start and in Iso_state=18, it try to trip-off the faulty switch within the 

fixed time but the isolation of the load switch fails, and in 

Iso_state=20, it expands the faulty section by taking the tie switch 

from the restore section and sends the ISOM messages to all the load 

switches. In Iso_state=21, faulty section 4 is detached from the 

network and in Rest_state=32, the tie switch 2 receive the ISOM 

message and restore the network by connecting it with the available 
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power source and sends the RESM successful restoration message to 

all the switches connected in the network in Rest_state=84. 

 

4.2.2   Formal Function Verification Results  

In this section, we will assign a number of properties in the model 

through PRISM model checker in order to verify the model formally 

Property 1 : DeadLock Freedom 

We tested the model through deadlock freedom property which is 

very essential in taking out the errors in the first step and also give the 

information that there is no program flaws in it and it will never get 

stuck in particular state. 

 

A[F “deadlock”] 

 

The temporal operator “A”  represents always ( now and forever in 

the future) and “F” represents the value true always if the deadlock 

occur on the system. 

 

The result of the dead lock freedom property is shown in fig. 39 

which states that the model is deadlock free i.e every state of the 

model is reachable and transition occur between the states. 

 

In our case study the dead lock property checks the zero to twenty 

three states of fault localization process (fig. 21), zero to thirty one 

states of isolation process (fig. 22) and zero to ninety eight states of 

restoration process (figs. 23-24) and found that all states are deadlock 

free 
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                       Fig. 39 Result of Dead Lock Property 

 

Property 2 : Detection of Fault Current 
 

Safety property is an important class of linear-time properties which 

purpose is to ensure that at fault current, the  next transition operation 

should be executed immediately i.e tripping of circuit breaker 

E[F Fault=0.476 & CB_Trp=true & Loc_state=3] 

 

The temporal operator “E” represents eventually in the future, “&” 

represents conjunction and “F” represents the value true eventually 

when circuit breaker trip in the localization state 3 after the fault has 

occurred. 

The PRISM tool verifies this property by giving the result true i.e., 

whenever fault occurs in the distribution network, circuit breaker 

tripped-off immediately at Loc_state=3. The result of this property is 

shown in fig. 40. 
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                 Fig. 40 Result of Detection of Fault Current 

 

Property 3 : Fault Isolation Model Turned On 

 

We tested the Markov model with another important property that 

when the fault isolation model is turned on, the fault localization 

process should complete the task and the supply restoration process 

should remain in idle mode. The result and syntax of the property are 

shown in fig. 41 

 

A[F iso_state=1 & !rest_state=1 & !Loc_state=12] 

 

Where temporal operator “A” represents always, “&” represents 

conjunction, “!” represents not and symbol “F” will always be true 

when fault current equals to 1 and isolation process is started while 

the localization process is completed and restoration process is not yet 

been activated. 

 

The PRISM tool verifies this property by giving the result true i.e., 

whenever switches, relays or any component of Smart Grid tries to 

isolate itself with the other connected components, the other two 

processes will remain in idle position and will start only once the fault 

isolation process is finished. The result of this property is shown in 

fig. 41. 
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            Fig. 41 Result of Fault Isolation Model Turn On 

 

Property 4 : No Two Processes Run at the Same Time 

 

In order to avoid the malfunctioning, we need to check and verify that 

no two processes start at the same time i.e when one process starts on 

in FDIR model, the fault localization or fault isolation and supply 

restoration processes should not run at the same time. The syntax and 

results of the property are shown in fig. 42. 

 

A[F Loc_state=1 & (!(iso_state=1 &rest_state=1))|iso_state=1 & 

(!(Loc_state=1 &rest_state=1))|rest_state=1&(!(Loc_state=1 

&iso_state=1))] 

 

Where temporal operator “A” represents always, “&” represents 

conjunction, “!” represents not, “|” represents or and symbol “F” will 

always be true when fault current equals to 1 and localization process 

is started while the isolation and restoration process is not started, or 

the isolation process is started but the localization and restoration 

process is not yet been started, or restoration process is started but the 

localization and isolation process is not yet been started. 



 
 
 
 

Page | 91 
 

The PRISM tool verifies this property by giving the result true and in 

this way the two processes, fault localization or fault isolation or 

restoration systems will not be started and perform their functions at 

the same time which is shown in fig. 42 

 

 

 

 
        Fig. 42 Result of No Two Process run at the Same Time 

 

Property 5: To Find the Probability that a Fault will Occur in 

Load Switch of the System 

 

We are interested to find the probability at which the fault will occur 

on load switch of the distribution system and fault flag is active after 

the completion of the process of fault localization. We developed the 

probabilistic property in order to get the failure probability of the load  

switch. 0.147 (failure) is the probability given by the PRISM tool for 

that fault to occur at load switch. The syntax and the result of the 

temporal logic property are given in fig. 43. 

 
P=? [ true U (Loc_state=11) ] 
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True always hold probability until Loc_state 11 hold probability. 

 

 
          Fig. 43 Probability that fault will Occur in Load Switch 

 

Property 6: Probability that Switch  Trip Off at the Limited Time 

 

We are interested to find the probability at which any switch trip off 

at the limited time whenever it gets the ISOM message. We develop 

the temporal property and apply on FDIR model. The PRISM model 

checker has given us 0.175 (successful) probability at which the 

switch trip off properly at the limited time. The syntax and result of 

the PRISM model checker is shown in fig. 44. 

 

P=? [ true U (iso_state=15) ] 

 

True always hold probability until the iso_state 15 hold probability 
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        Fig. 44 Probability that Switch Trip-Off at the Limited Time 

 

Property 7 : Probability to Recover the System Through Tie  

                      Switch 
We are interested to find the probability at which the system is 

recovered through tie switch. As this is a very essential property, we 

take switch 6 as a recovery or tie switch in order to find the 

probability at which it will recover the FDIR model of the Smart Grid 

after the occurrence of fault. The syntax and result of this property is 

shown in fig. 45. 

 

 
                   Fig. 45 Probability to Recover the Network 
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4.2.3  Summary of Results of Probability Estimation from PRISM   

           in Ideal Communication medium of FDIR 
 

Table IV summarizes and provide us the failure probabilities of load 

switches (0.147-0.605), successful isolation of load switches (0.147-

0.383) and successful restoration of network through tie switch 

probabilities (0.031-0.225), when Tianjin distribution network of 

Smart Grid is connected with Ethernet communication medium. 

 

 

Probability for FDIR in 

Ideal Medium 
Component 

Probability of Failure 

(F)/Success (S) 

Detection 

Load Switch 1     0.147 (F) 

Load Switch 2     0.175 (F) 

Load Switch 3     0.218(F) 

Load Switch 4      0.304(F) 

Load Switch 5      0.434(F) 

Load Switch 6     0.605(F) 

Isolation 

Load Switch 1      0.147(S) 

Load Switch 2      0.175(S) 

Load Switch 3      0.2183(S) 

Load Switch 4     0.296(S) 

Load Switch 5       0.335(S) 

Load Switch 6     0.383(S) 

Restoration 

Tie Switch 1      0.031(S) 

Tie Switch 2    0.086(S) 

Tie Switch 3      0.1026(S) 

Tie Switch 4       0.1315(S) 

Tie Switch 5      0.1706(S) 

Tie Swtich 6       0.225(S) 

Table. 4 Summary of Results of Probability Estimation from PRISM 
 

 

 

 



 
 
 
 

Page | 95 
 

4.3   Integration of FDIR Model with Communication  

        Model via PRISM Model Checker 
 

Approach in [104] defines the rule to add two different probabilities 

of  independent events. As communication network has a backup 

power battery, the power failure of substation will not affect the 

communication network. Thus the failure probability of 

communication network can be added up with the failure probability 

of power network by subtracting the joint probability of coupling 

network with the purpose of getting the whole failure probability of 

the system. 

PFDIRCC = (PFDIR + PCC) - (PFDIR * PCC)                               (1) 

 

Where PFDIRCC is the overall failure probability of the system 

PFDIR is the FDIR component failure probability 

PCC is the control and communication component (IED) failure 

probability. 

 
4.3.1   Formal Function Verification Results 

 
In this section we will put a number of probabilistic properties in 

PRISM [48] in order to find the failure probability of the component 

of the substation. In this regard, following important properties fed 

into the model checker. 

 
Property 1: To Find the Probability that Fault will Occur in 

Switch 1 of the System 

 

It is important to find the probability at which the fault will occur on 

switch # 1 of the distribution system after integrating the failure 

probability of communication system with the FDIR model. The fault 

flag 1 is high after the completion of the process of fault localization. 

We developed the probabilistic property in order to get the probability 
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that switch # 1 is the faulty switch. Result 0.212 (failure) is obtained 

probability by the PRISM tool that fault will occur at switch # 1. As 

load switch # 1 is connected to substation A directly, its failure 

probability is lesser as compared to other load switches. The syntax 

and the result of the temporal logic property is given in fig 47. 

 
P=? [ true U (Loc_state=11) ] 

 

True always hold probability until Loc_state 11 hold probability. 

 

Fig. 47 Fault Occurrence Probability of Switch # 1 
 

Property 2: Probability of Fault Flag 2 is High in Switch # 2 

It is of the interest to find the probability at which the fault flag 2 is 

high on load switch # 2 after the completion of the fault localization 

process. We developed the probabilistic property and assign on the 

FDIR model in order to get the probability of fault flag high on switch 

# 2. The syntax and result of the probability is shown in fig. 48 

 

P=? [ true U (Loc_state=12) ] 
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True always hold probability until Loc_state 12 hold probability. 

The PRISM tool results with the 0.349 failure probability at which the 

fault flag is high at load Switch # 2, which can be seen in fig. 48. As 

load switch # 2 is connected to load switch # 1, its failure probability 

increases slightly as it is far away from the substation A.  

 

 

Fig. 48 Fault Flag 2 Probability of Switch# 2 
 

 

Property 3: Probability that Switch # 2 Trips Off within a      

Limited Time 

It is also required to find the probability at which any switch trips- 

off within the limited time whenever it gets the ISOM message. We 

have taken switch # 2 as a reference in order to find the probability at 

which it will trips-off properly. We developed the temporal property 

and apply on FDIR model. Then, the PRISM model checker has given 

us the probability of 0.427 (successful). The syntax and result of the 

PRISM model checker is shown in fig. 49 

 

P=? [ true U (iso_state=12) ] 

 

True always hold probability until the isolation state=12 hold 

probability. 
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Fig. 49 Probability of Switch # 2 Tripping-off within the Limited 

Time 

 

Property 4: Probability to Recover the System through Switch # 3 

Now, finding the probability at which the system is recovered by tie 

switch is performed in PRISM. As this is very essential property, we 

take switch # 3 as a recovery or tie switch in order to find the 

probability at which it will recover in the FDIR model of the Smart 

Grid after the occurrence of fault and integrating the communication 

system failure probability. The PRISM model checker has given us 

the probability of 0.0726 (successful) at which it will restore the 

system through switch # 3 at 60 sec time. The syntax and result of the 

PRISM model checker is given below in fig. 50. 

 

P=? [ true U (rest_state=26) ] 

 

True always hold probability until the restoration state=32 hold 

probability. 
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                Fig. 50 Probability to Recover the Network  

 

Property 5: To Find the Probability that IED of CB Transmit the 

Data 

Let’s find another important probability at which the IED of circuit 

breaker transmit the data to the other load switches. We develop this 

property and assign on FDIR model with communication system in 

order to get the probability of sending the data by IED of circuit 

breaker. The syntax and result of the property is given below in fig. 

51. 

P=? [ true U (Com_State=25) ] 
 

 
Fig. 51 Probability to Send the Data by IED of CB 
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4.3.2   Comparison of FDIR with Ideal Communication  

            Medium Vs FDIR with Communication Medium 

 
In this section, a comparison is done to analyze the failure 

probabilities of load switches when FDIR connected to ideal 

communication medium such as Ethernet medium versus FDIR 

connected to the wireless communication medium. From fig. 52, it 

can be observed that the failure probability of load switches when 

FIDR connected to ideal communication medium is slightly less as 

compared to FDIR module integrated into the other communication 

medium. The failure probability of components in FDIR with ideal 

communication system ranges from 0.192 to 0.456 where as in 

wireless communication network with FDIR the ranges extend from 

0.212 to 0.437. The comparison graph of two different medium with 

FDIR module is given below in fig. 52. 

 

Fig. 52 Comparison of Probabilities for Failure of Components 

Fig. 53 depicts the probabilities of tripping off load switch within 

the limited time in order to isolate the load switch from the system. 

We compare and analyze the probability of tripping off load switches 

when FDIR module is integrated to an ideal communication medium 

(like Ethernet and fiber optics medium) versus the FDIR model 

connected to wireless communication medium. The FDIR with ideal 
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communication system, the successful probabilities lies between 

0.192 to 0.446 where as in FDIR with wireless communication 

system, the probabilities lies between the 0.207 to 0.4274. Fig. 53 also 

shows the comparison result of two different medium integrated with 

FDIR. 

 

 

 Fig. 53 Components Tripping off Probabilities 

Fig. 54 shows the overview on the probabilities of different load 

switches to recover the system. We compared and analyzed the 

probabilities of different load switches in order to recover the system 

when FDIR model is integrated with ideal communication medium 

against the FDIR model connected to wireless communication 

medium. The successful probabilities to recover the system in ideal 

communication system with FDIR ranging from 0.0726 to 0.0959 at 

60 sec time, whereas in wireless communication system with FDIR, 

the probabilities lies between the 0.0312 to 0.0734 at 60 sec time. The 

comparison of two different medium with FDIR model can also be 

seen from fig. 54 below. 
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Fig. 54 Load Switch Restoration Probabilities 

Fig. 55 shows the overview of the probabilities of tie switches to 

recover the system at different time period. We compared and 

analyzed the probabilities of tie switches in order to restore the 

distribution network when FDIR model integrated with ideal 

communication medium against the FDIR model connected to 

wireless communication medium at 70, 80, 90 and 100 Sec. The 

probabilities to recover the system in ideal communication system 

with FDIR ranging from 0.0959 to 0.204 whereas in wireless system 

with FDIR, the probabilities lies between 0.0726 to 0.18665. The 

comparison of two different media with FDIR model can be seen in 

fig. 55. 

 

 

Fig. 55 Tie Switch Restoration Probabilities at Different Time  
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 Chapter 5 

                                    Conclusion 

 
Our conclusion for the current study is summarized as follows. 

➢ The probabilistic Markovian model (DTMC) of FDIR behavior in 

distribution network of Smart Grid has been successfully 

developed along with the Markovian model of IEEE 802.11 DCF/ 

G-3 power line communication protocol and integrate it in 

PRISM model checker. 

➢  In order to verify the whole system and analyze its accuracy, 

efficiency and reliability we developed and applied the logical 

properties in the model.  

➢ The failure probabilities of different components of distribution 

network in Smart Grid are predicted when FDIR is connected 

with wireless communication system  

➢ The failure probabilities of different components of distribution 

network in Smart Grid are predicted when FDIR is connected 

with wired communication system.  

➢ We also analyzed and predicted the isolation probability at which 

the load switches of distribution network detach themselves upon 

the occurrence of fault in wireless communication network as 

well as Ethernet/ fiber-optics communication network.  

➢ We predicted the probability to recover the system through 

particular non-active switch in wired and wireless communication 

network.  

➢ We analyzed the restoration time required to restore the power of 

distribution network within different pre-specified time periods, 

we found that increasing the time period increases the restoration 

probability by a factor of 0.03. 
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➢ The result obtained from the PRISM simulations proved that no 

two processes will start at the same time. 

➢ The current work is novel in the sense that it includes all 10 

properties in the same simulation [105].  

➢ The comparison results are obtained and discussed when FDIR is 

connected with ideal communication medium as compared to 

FDIR connected with wireless communication network, which 

clearly show that ideal communication network has less failure 

probabilities in Smart Grid compared to wireless communication 

medium. 

➢ We also expanded the FDIR model by including 6 load switches, 

protection relay, circuit breaker and tested the FDIR behavior on 

Tianjin Electric Power Corporation. The Markov model of 

expanding network is thus interpreted on PRISM tool and verified 

the model through the temporal logic specification of PRISM 

model checker. 

➢  We also analyzed and predicted the failure, isolation and 

restoration probabilities of components of Smart Grid when FDIR 

process is running on 6 load switches. 

➢ By increasing the number of load switches in distribution 

network, failure probability of network increases, whereas 

increases the number of tie switches in distribution network, 

increases the successful probability to restore the network within 

the limited time. 
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Appendix A 

 
Case1: FDIR with Three Load Switches 

 
--------------------------------------------------------------- 

Fault Localization Model 

------------------------------------------------------------------ 

dtmc 

 

// Parameters  

 

const double Fault = 0.476; 

const double rest = 0.977; 

const double comm =0.430; 

const double failure=0.570; 

 

module fdir 

 

// Variables Here 

Loc_state    : [0..14] init 0; 

         

 iso_state    : [0..16] init 1; 

 

 rest_state   : [0..40] init 1; 

 time1         :[0..50] init 0; 

 time2         :[0..60] init 0; 

 

 

Fl_permt   : bool init  false; 

CB_Cont  : bool init  false; 

Fc             : bool init  false; 

CB_Trp    : bool init  false; 

FASM      : bool init  false; 

Sw_Tie    : bool init  false; 

Sw2_SDSI  : bool init false; 

Sw3_SDSI  : bool init false; 
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Sw1_SDSI  : bool init false; 

Fl_prs1        : bool init false; 

Fl_prs2        : bool init   false; 

Fl_prs3        : bool init   false; 

Fl_swi          : bool init   false; 

prt_rly          : bool init   false; 

ACMP          : bool init   false; 

fl_flg1           : bool init  false; 

fl_flg2           : bool init  false; 

fl_flg3           : bool init  false; 

Fl_Sw1         : bool init  false; 

Fl_Sw2         : bool init   false; 

 Fl_Sw3        : bool init   false ; 

 Fl_Local1    : bool init    false; 

 Fl_Local2    : bool init    false; 

 Fl_Local3    : bool init    false; 

         

 Sw_id1        : bool init    false; 

 Sw_id2        : bool init    false; 

 Sw_id8        :bool  init    false; 

 Powersource  : [101..103] init 101; 

 Powerid         : bool init false; 

 Is1                 :  bool init false; 

 Is2                 :  bool init false; 

 Is3                 :  bool init false; 

 ISOM            :  bool init false; 

 Fl_Isl1           :  bool init false; 

 Fl_Isl2           :  bool init false; 

 Fl_Isl3           :  bool init false; 

 Fl_Section1   :  bool init false; 

 Fl_Section2   :  bool init false; 

 Fl_Section3   :  bool init false; 

 Sw1_Trip      :    bool init false; 

 Sw2_Trip      :    bool init false; 

         Sw3_Trip      :    bool init false; 

 



 
 
 
 

Page | 107 
 

 

 

          Sw1              :bool init false; 

          Sw2              :bool init false; 

          Sw8              :bool init false; 

         outage1         :bool init false; 

         outage2         :bool init false; 

         outage8         :bool init false; 

         recoverd_switch1 : bool init false; 

         recoverd_switch2 : bool init false; 

         recoverd_switch8 : bool init false; 

         isom_sw1             : bool init false; 

         isom_sw2             : bool init false; 

         isom_sw8             : bool init false; 

         resm                     : bool init false; 

 

 

 

 

 

// Fault Localization: 

 

[] Loc_state=0 ->  0.476: (Fl_permt'=true)  & (Fc'=true)  & 

(prt_rly'=true) & (Loc_state'=1) + 0.524: (Fl_permt'=false) & 

(Fc'=false)&(Loc_state'=0)   ; 

 

 [] Loc_state=1   -> (CB_Trp'=true) & (CB_Cont'=true) & 

(FASM'=true) & (ACMP'=true) & (Loc_state'=3); 

 

********************************************************

************************************* 

[] Loc_state=3 -> 0.43:(Sw_id1'=true)& (Loc_state'=4)  + 0.57 

:(Sw_id1'=false) & (Loc_state'=14); 

 

[] Loc_state=3 -> 0.43:(Loc_state'=5) & (Sw_id2'=true) + 

0.57:(Loc_state'=14); 
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[] Loc_state=3 -> 0.43:(Loc_state'=6) & (Sw_id8'=true) + 

0.57:(Loc_state'=14);    

 

 

//*******************************************************

*************************************** 

 

[] Loc_state=4  -> 0.5:(Sw_Tie'=false) & (Sw1_SDSI'=true)  & 

(Fl_prs1'=true) & (Loc_state'=7)  + 0.5:(Sw_Tie'=true) & 

(Loc_state'=5); 

 

[] Loc_state=5 & fl_flg1=false -> 0.5:(Sw_Tie'=false) & 

(Sw2_SDSI'=true)  & (Fl_prs2'=true) & (Loc_state'=8) + 

0.5:(Sw_Tie'=true) & (Loc_state'=6); 

 

[] Loc_state=6 & fl_flg2=false -> 0.5:(Sw_Tie'=false) & 

(Sw3_SDSI'=true)  & (Fl_prs3'=true) & (Loc_state'=9) + 

0.5:(Sw_Tie'=true) & (Loc_state'=14) & (FASM'=false); 

 

[] Loc_state=14 -> (Loc_state'=3); 

  

//*******************************************************

*************************************** 

 

[] Loc_state=7  -> 0.5 : (fl_flg1'=true) & (Fl_Sw1'=true) & 

(Fl_Local1'=true) & (Loc_state'=11) + 0.5 : (fl_flg1'=false)& 

(Loc_state'=5); 

 

[] Loc_state=8 -> 0.5 : (fl_flg2'=true) & (Fl_Sw2'=true) & 

(Fl_Local2'=true) & (Loc_state'=12) +  0.5 : (fl_flg2'=false)& 

(Loc_state'=6);  

 

[] Loc_state=9 -> 0.5 : (fl_flg3'=true) & (Fl_Sw3'=true) & 

(Fl_Local3'=true) & (Loc_state'=13) + 0.5 : (fl_flg3'=false) & 

(Loc_state'=14) & (FASM'=false); 
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//*******************************************************

****************************************** 

//*******************************************************

****************************************** 

 

endmodule 

 

 

---------------------------------------------------------------- 

Fault Isolation Model 

------------------------------------------------------------------ 

 

module isolation 

 

[] iso_state=1 & Loc_state=11 &  Fl_Local1=true & Fl_Local2=false 

& Fl_Local3=false  & Sw1_SDSI=true-> 0.977:(Sw1_Trip'=true) & 

(iso_state'=2)  + 0.023:(Sw1_Trip'=false) & (iso_state'=3); 

 

[] iso_state=2 & Sw1_Trip=true  & time1>=0 & time1<=30-> 

(Is1'=true) & (ISOM'=true) & (Fl_Isl1'=true)& (Sw_id1'=true) & 

(powersource'=101) & (iso_state'=4); 

 

[] iso_state=3 & Sw1_Trip=false & time1>=0 & time1<=30 -> 

(Is1'=false) & (ISOM'=true)& (Sw_id1'=true) & (powerid'=false) & 

(iso_state'=5); 

 

[] iso_state=4 -> (Fl_Section1'=true)& (iso_state'=14) ; 

 

[] iso_state=5 -> (Fl_Section1'=true)& (iso_state'=14) ; 

 

//*******************************************************

********************************************************

******* 
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[] iso_state=1  & Loc_state=12 & Fl_Local1=false& 

Fl_Local2=true& Fl_Local3=false & Sw2_SDSI=true-> 

0.977:(Sw2_Trip'=true) & (iso_state'=6)  + 0.023:(Sw2_Trip'=false) 

& (iso_state'=7); 

 

[] iso_state=6 & Sw2_Trip=true & time1>=0 & time1<=30-> 

(Is2'=true) & (ISOM'=true) & (Fl_Isl2'=true)& (Sw_id2'=true) & 

(powersource'=103) &(iso_state'=8); 

 

[] iso_state=7 & Sw2_Trip=false & time1>=0 & time1<=30-> 

(Is2'=false) & (ISOM'=true)& (Sw_id2'=true) & (powerid'=false) & 

(iso_state'=9); 

 

[] iso_state=8 -> (Fl_Section2'=true)& (iso_state'=15) ; 

 

[] iso_state=9 -> (Fl_Section2'=true)& (iso_state'=15) ; 

 

//*******************************************************

********************************************************

********* 

 

[] iso_state=1 & Loc_state=13 & Fl_Local1=false& 

Fl_Local2=false& Fl_Local3=true  & Sw3_SDSI=true-> 

0.977:(Sw3_Trip'=true) & (iso_state'=10)  + 0.023:(Sw3_Trip'=false) 

& (iso_state'=11); 

 

[] iso_state=10 & Sw3_Trip=true & time1>=0 & time1<=30-> 

(Is3'=true) & (ISOM'=true) & (Fl_Isl3'=true)& (Sw_id8'=true) & 

(powersource'=102) &(iso_state'=12); 

 

[] iso_state=11 & Sw3_Trip=false & time1>=0 & time1<=30-> 

(Is3'=false) & (ISOM'=true)& (Sw_id8'=true) & (powerid'=false) & 

(iso_state'=13); 

 

[] iso_state=12 -> (Fl_Section3'=true)& (iso_state'=16) ; 
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[] iso_state=13 -> (Fl_Section3'=true)& (iso_state'=16) ; 

 

//*******************************************************

********************************************************

********** 

//*******************************************************

********************************************************

********** 

endmodule 

 

 

----------------------------------------------------------------- 

Recovery System Model 

------------------------------------------------------------------ 

 

module restoration 

 

[] rest_state=1 & Fl_Section1=true -> 0.5:(Sw2'=true) & 

(rest_state'=2)  + 0.5:(Sw8'=true) & (rest_state'=11); 

 

[] rest_state=2 &  Sw2=true & time2>=0 & time2<=30  -> 

0.43:(isom_sw2'=true) & (rest_state'=8) + 0.57:(isom_sw2'=false) & 

(rest_state'=9); 

 

[] rest_state=11 &  Sw8=true & time2>=0 & time2<=30  -> 

0.43:(isom_sw8'=true) & (rest_state'=10) + 0.57:(isom_sw8'=false) & 

(rest_state'=11); 

 

[] rest_state=8 -> 0.977:(Sw2'=false) & (outage2'=false) & 

(recoverd_switch2'=true)& (rest_state'=20) + 0.023:(Sw2'=true) & 

(outage2'=true) &(rest_state'=21); 

 

[] rest_state=9 -> (outage2'=true) & (resm'=true) & (rest_state'=22); 
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[] rest_state=10 -> 0.977:(Sw8'=false) & (outage8'=false) & 

(recoverd_switch8'=true)& (rest_state'=23) + 0.023:(Sw8'=true) & 

(outage8'=true) &(rest_state'=24); 

 

[] rest_state=11 -> (outage8'=true) & (resm'=true) & (rest_state'=25); 

 

//*******************************************************

********************************************************

************** 

[] rest_state=1 & Fl_Section2=true -> 0.5:(Sw1'=true) & 

(rest_state'=3)  + 0.5:(Sw8'=true) & (rest_state'=6); 

 

[] rest_state=3 &  Sw1=true & time2>=0 & time2<=30  -> 

0.43:(isom_sw1'=true) & (rest_state'=12) + 0.57:(isom_sw1'=false) & 

(rest_state'=13); 

 

[] rest_state=6 &  Sw8=true & time2>=0 & time2<=30  -> 

0.43:(isom_sw8'=true) & (rest_state'=14) + 0.57:(isom_sw8'=false) & 

(rest_state'=15); 

 

[] rest_state=12 -> 0.977:(Sw1'=false) & (outage1'=false) & 

(recoverd_switch1'=true)& (rest_state'=26) + 0.023:(Sw1'=true) & 

(outage1'=true) &(rest_state'=27); 

 

[] rest_state=13 -> (outage1'=true) & (resm'=true) & (rest_state'=28); 

 

[] rest_state=14 -> 0.977:(Sw8'=false) & (outage8'=false) & 

(recoverd_switch8'=true)& (rest_state'=29) + 0.023:(Sw8'=true) & 

(outage8'=true) &(rest_state'=30); 

 

[] rest_state=15 -> (outage8'=true) & (resm'=true) & (rest_state'=31); 

 

 

//*******************************************************

********************************************************

*************** 
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[] rest_state=1 & Fl_Section3=true -> 0.5:(Sw1'=true) & 

(rest_state'=4)  + 0.5:(Sw2'=true) & (rest_state'=7); 

 

[] rest_state=4 &  Sw1=true & time2>=0 & time2<=30  -> 

0.43:(isom_sw1'=true) & (rest_state'=16) + 0.57:(isom_sw1'=false) & 

(rest_state'=17); 

 

[] rest_state=7 &  Sw2=true & time2>=0 & time2<=30  -> 

0.43:(isom_sw2'=true) & (rest_state'=18) + 0.57:(isom_sw2'=false) & 

(rest_state'=19); 

 

[] rest_state=16 -> 0.977:(Sw1'=false) & (outage1'=false) & 

(recoverd_switch1'=true)& (rest_state'=32) + 0.023:(Sw1'=true) & 

(outage1'=true) &(rest_state'=33); 

 

[] rest_state=17 -> (outage1'=true) & (resm'=true) & (rest_state'=34); 

 

 

[] rest_state=18 -> 0.977:(Sw2'=false) & (outage2'=false) & 

(recoverd_switch2'=true)& (rest_state'=35) + 0.023:(Sw2'=true) & 

(outage2'=true) &(rest_state'=36); 

 

[] rest_state=9 -> (outage2'=true) & (resm'=true) & (rest_state'=37); 

 

endmodule 
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Appendix B 

 

Case 2: FDIR with Six Load Switches 
 

--------------------------------------------------------------- 

Fault Localization Model 

------------------------------------------------------------------ 

 

dtmc 

const double rest = 0.977;   

const double Fault = 0.476 ; 

 

module localization 

 

Loc_state    :[1..26] init 1; 

iso_state     :[1..31] init 1; 

rest_state    :[0..98] init 0; 

time1          :[0..1000] init 0; 

time2          :[0..1000] init 0; 

 

// Parameters 

 

        Fl_permt     : bool init  false; 

        CB_Cont     : bool init  false; 

        Fc                : bool init  false; 

        CB_Trp       : bool init  false; 

        FSM            : bool init  false; 

        Sw_Tie        : bool init false; 

        Sw2_SDSI  : bool init  false; 

        Sw3_SDSI  : bool init  false; 

        Sw1_SDSI  : bool init  false; 

        Sw4_SDSI  : bool init false; 

        Sw5_SDSI  : bool init false; 

        Sw6_SDSI  : bool init false; 

        Fl_prs1        : bool init  false; 

        Fl_prs2        : bool init false; 
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        Fl_prs3        : bool init false; 

        Fl_prs4        : bool init false; 

        Fl_prs5        : bool init false; 

        Fl_prs6        : bool init false; 

        Fl_swi          : bool init false; 

        prt_rly          : bool init false; 

        ACMP          : bool init false; 

 fl_flg1         : bool init false; 

        fl_flg2          : bool init false; 

        fl_flg3          : bool init false; 

        fl_flg4          : bool init false; 

        fl_flg5          : bool init false; 

        fl_flg6          : bool init false; 

 Fl_Sw1       : bool init false; 

        Fl_Sw2        : bool init false; 

        Fl_Sw3        : bool init false ; 

        Fl_Sw4        : bool init false ; 

        Fl_Sw5        : bool init false ; 

        Fl_Sw6        : bool init false; 

        Fl_Local1    : bool init false; 

        Fl_Local2    : bool init false; 

        Fl_Local3    : bool init false; 

        Fl_Local4    : bool init false; 

        Fl_Local5    : bool init false; 

        Fl_Local6    : bool init false; 

 

 

Sw_id             : [5..10] init 5; 

Powersource   : [101..103] init 101; 

powerid          :bool init false; 

Is1                  :bool init false; 

Is2                  :bool init false; 

Is3                  :bool init false; 

Is4                  :bool init false; 

Is5                  :bool init false; 

Is6                  :bool init false; 
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   ISOM     :bool init false; 

   Fl_Isl1    :bool init false; 

   Fl_Isl2    :bool init false; 

   Fl_Isl3    :bool init false; 

   Fl_Isl4    :bool init false; 

   Fl_Isl5    :bool init false; 

   Fl_Isl6    :bool init false; 

   Fl_Section1:  bool init false; 

   Fl_Section2:  bool init false; 

   Fl_Section3:  bool init false; 

   Fl_Section4:  bool init false; 

   Fl_Section5:  bool init false; 

   Fl_Section6:  bool init false; 

   Sw1_Trip   :  bool init false; 

   Sw2_Trip   :  bool init false; 

   Sw3_Trip   :  bool init false; 

   Sw4_Trip   :  bool init false; 

   Sw5_Trip   :  bool init false; 

   Sw6_Trip   :  bool init false; 

 

 

Sw1                       :bool init false; 

 Sw2                      :bool init false; 

 Sw3                      :bool init false; 

 Sw4                      :bool init false; 

 Sw5                      :bool init false; 

 Sw6                      :bool init false; 

outage1                  :bool init false; 

outage2                  :bool init false; 

outage3                  :bool init false; 

outage4                  :bool init false; 

outage5                  :bool init false; 

outage6                  :bool init false; 

recoverd_switch1  :bool init false; 

recoverd_switch2  :bool init false; 
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recoverd_switch3 : bool init false; 

recoverd_switch4 : bool init false; 

recoverd_switch5 : bool init false; 

recoverd_switch6 : bool init false; 

 

 

      

 

[] Loc_state=1 ->  0.476 : (Fl_permt'=true) & (Fc'=true)& 

(prt_rly'=true) & (Loc_state'=2) + 0.524 : (Fl_permt'=false) & 

(Fc'=false)&(Loc_state'=1)   ;  

 

 [] Loc_state=2 -> (CB_Trp'=true) & (CB_Cont'=true) & (FSM'=true) 

& (ACMP'=true) & (Loc_state'=3); 

 

// 

********************************************************

************************************* 

[] Loc_state=3 -> 0.43:(Loc_state'=4) + 0.57:(Loc_state'=23); 

[] Loc_state=3 -> 0.43:(Loc_state'=5) + 0.57:(Loc_state'=23); 

[] Loc_state=3 -> 0.43:(Loc_state'=6)+ 0.57:(Loc_state'=23); 

[] Loc_state=3 ->0.43 :(Loc_state'=14)+ 0.57:(Loc_state'=23); 

[] Loc_state=3 -> 0.43:(Loc_state'=15)+ 0.57:(Loc_state'=23); 

[] Loc_state=3 ->0.43 :(Loc_state'=16)+ 0.57:(Loc_state'=23); 

[] Loc_state=23 -> (Loc_state'=3); 

 

//*******************************************************

*************************************** 

[] Loc_state=4  -> 0.9:(Sw_Tie'=false) & (Sw1_SDSI'=true)  & 

(Fl_prs1'=true)&(Loc_state'=7)+0.1:(Sw_Tie'=true) & (Loc_state'=5); 

 

[] Loc_state=5 & fl_flg1=false -> 0.9:(Sw_Tie'=false) & 

(Sw2_SDSI'=true)  & (Fl_prs2'=true)&(Loc_state'=8) + 

0.1:(Sw_Tie'=true) & (Loc_state'=6); 
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[] Loc_state=6 & fl_flg2=false -> 0.99:(Sw_Tie'=false) & 

(Sw3_SDSI'=true)  & (Fl_prs3'=true)&(Loc_state'=9)+ 

0.01:(Sw_Tie'=true) & (Loc_state'=14) ; 

        

[] Loc_state=14 & fl_flg3=false -> 0.5:(Sw_Tie'=false) & 

(Sw4_SDSI'=true)  & 

(Fl_prs4'=true)&(Loc_state'=17)+0.5:(Sw_Tie'=true)&(Loc_state'=15

) ; 

 

[] Loc_state=15 & fl_flg4=false -> 0.3:(Sw_Tie'=false) & 

(Sw5_SDSI'=true)  & 

(Fl_prs5'=true)&(Loc_state'=18)+0.7:(Sw_Tie'=true)&(Loc_state'=16

) ; 

 

[] Loc_state=16 & fl_flg5=false-> 0.9:(Sw_Tie'=false) & 

(Sw6_SDSI'=true)  & 

(Fl_prs6'=true)&(Loc_state'=19)+0.1:(Sw_Tie'=true)&(Loc_state'=23

)& (FSM'=false) ; 

  

//*******************************************************

***************************************************** 

 

[] Loc_state=7  -> 0.9 : (fl_flg1'=true) & (Fl_Sw1'=true) & 

(Fl_Local1'=true)&(Loc_state'=11)+0.1:(fl_flg1'=false)&(Loc_state'=

5); 

 

[] Loc_state=8 -> 0.9 : (fl_flg2'=true) & (Fl_Sw2'=true) & 

(Fl_Local2'=true)&(Loc_state'=12)+0.1:(fl_flg2'=false)&(Loc_state'=

6);  

 

[] Loc_state=9 -> 0.99 : (fl_flg3'=true) & (Fl_Sw3'=true) & 

(Fl_Local3'=true)&(Loc_state'=13)+0.01:(fl_flg3'=false)&(Loc_state'

=14) ; 
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[] Loc_state=17 -> 0.5 : (fl_flg4'=true) & (Fl_Sw4'=true) & 

(Fl_Local4'=true)&(Loc_state'=20)+0.5:(fl_flg4'=false)&(Loc_state'=

15) ;  

 

[] Loc_state=18 -> 0.3 : (fl_flg5'=true) & (Fl_Sw5'=true) & 

(Fl_Local5'=true)&(Loc_state'=21)+0.7:(fl_flg5'=false)&(Loc_state'=

16) ;  

 

[] Loc_state=19 -> 0.9: (fl_flg6'=true) & (Fl_Sw6'=true) & 

(Fl_Local6'=true)&(Loc_state'=22)+0.1:(fl_flg6'=false)&(Loc_state'=

23) & (FSM'=false) ; 

 

 

 

// Parameters  

// module isolation 

 

    

     

 

[]iso_state=1 & Loc_state=11&  Fl_Local1=true -> 

0.977:(Sw1_Trip'=true) & (iso_state'=2)  + 0.023:(Sw1_Trip'=false) 

& (iso_state'=3); 

 

[] iso_state=2 & Sw1_Trip=true & time1>=0 & time1<=30 -> 

(Is1'=true) & (ISOM'=true) & (Fl_Isl1'=true)& (Sw_id'=5) & 

(powersource'=101) & (iso_state'=4); 

 

[] iso_state=3 & Sw1_Trip=false & time1>=0 & time1<=30-> 

(Is1'=false) & (ISOM'=true)& (Sw_id'=5) & (powerid'=false) & 

(iso_state'=5); 

 

[] iso_state=5 -> (Fl_Section1'=true) & (iso_state'=14); 

 

[] iso_state=4-> (Fl_Section1'=true) & (iso_state'=14); 
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//*******************************************************

***************************************************** 

 

 

[] iso_state=1& Loc_state=12 & Fl_Local2=true -

>0.977:(Sw2_Trip'=true)&(iso_state'=6)+ 0.023:(Sw2_Trip'=false) & 

(iso_state'=7); 

 

[] iso_state=6 & Sw2_Trip=true & time1>=0 & time1<=30-> 

(Is2'=true) & (ISOM'=true) & (Fl_Isl2'=true)& (Sw_id'=6) & 

(powersource'=103) & (iso_state'=8); 

 

[] iso_state=7 & Sw2_Trip=false & time1>=0 & time1<=30-> 

(Is2'=false) & (ISOM'=true)& (Sw_id'=6) & (powerid'=false) & 

(iso_state'=9); 

 

[] iso_state=9 -> (Fl_Section2'=true) & (iso_state'=15); 

[] iso_state=8 -> (Fl_Section2'=true) & (iso_state'=15); 

 

//*******************************************************

***************************************************** 

 

 

 

[]iso_state=1& Loc_state=13 & Fl_Local3=true -> 

0.977:(Sw3_Trip'=true) & (iso_state'=10)  + 0.023:(Sw3_Trip'=false) 

& (iso_state'=11); 

 

[] iso_state=10 & Sw3_Trip=true& time1>=0 & time1<=30 -> 

(Is3'=true) & (ISOM'=true) & (Fl_Isl3'=true)& (Sw_id'=7) & 

(powersource'=102) & (iso_state'=12); 

 

[] iso_state=11 & Sw1_Trip=false & time1>=0 & time1<=30-> 

(Is3'=false) & (ISOM'=true)& (Sw_id'=7) & (powerid'=false) & 

(iso_state'=13); 
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[] iso_state=13-> (Fl_Section3'=true)& (iso_state'=16); 

[] iso_state=12-> (Fl_Section3'=true)& (iso_state'=16); 

 

//================================================= 

 

[]iso_state=1& Loc_state=20 & Fl_Local4=true  -> 

0.977:(Sw4_Trip'=true) & (iso_state'=17)  + 0.023:(Sw4_Trip'=false) 

& (iso_state'=18); 

 

[] iso_state=17 & Sw4_Trip=true& time1>=0 & time1<=30 -> 

(Is4'=true) & (ISOM'=true) & (Fl_Isl4'=true)& (Sw_id'=8) & 

(powersource'=101) & (iso_state'=19); 

 

[] iso_state=18 & Sw4_Trip=false& time1>=0 & time1<=30 -> 

(Is4'=false) & (ISOM'=true)& (Sw_id'=8) & (powerid'=false) & 

(iso_state'=20); 

 

[] iso_state=19-> (Fl_Section4'=true)& (iso_state'=21); 

[] iso_state=20-> (Fl_Section4'=true)& (iso_state'=21); 

 

//================================================= 

 

[]iso_state=1& Loc_state=21-> 0.977:(Sw5_Trip'=true) & 

(iso_state'=22)  + 0.023:(Sw5_Trip'=false) & (iso_state'=23); 

 

[] iso_state=22 & Sw5_Trip=true& time1>=0 & time1<=30 -> 

(Is5'=true) & (ISOM'=true) & (Fl_Isl5'=true)& (Sw_id'=9) & 

(powersource'=103) & (iso_state'=24); 

 

[] iso_state=23 & Sw5_Trip=false& time1>=0 & time1<=30 -> 

(Is5'=false) & (ISOM'=true)& (Sw_id'=9) & (powerid'=false) & 

(iso_state'=25); 

 

[] iso_state=24-> (Fl_Section5'=true)& (iso_state'=26); 

[] iso_state=25-> (Fl_Section5'=true)& (iso_state'=26); 
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//================================================= 

 

[]iso_state=1 & Loc_state=22-> 0.977:(Sw6_Trip'=true) & 

(iso_state'=27)  + 0.023:(Sw6_Trip'=false) & (iso_state'=28); 

 

[] iso_state=27 & Sw6_Trip=true & time1>=0 & time1<=30-> 

(Is6'=true) & (ISOM'=true) & (Fl_Isl6'=true)& (Sw_id'=10) & 

(powersource'=102) & (iso_state'=29); 

 

[] iso_state=28 & Sw6_Trip=false& time1>=0 & time1<=30 -> 

(Is6'=false) & (ISOM'=true)& (Sw_id'=10) & (powerid'=false) & 

(iso_state'=30); 

 

[] iso_state=29-> (Fl_Section6'=true)& (iso_state'=31); 

[] iso_state=30-> (Fl_Section6'=true)& (iso_state'=31); 

 

 

 

 

// Parameters 

//module restoration 

  

 

[]rest_state=0& Fl_Section1=true -> 0.1:(Sw2'=true) & (rest_state'=2)  

+ 0.1:(Sw3'=true) & (rest_state'=3)+ 0.1:(Sw4'=true) & (rest_state'=4) 

+ 0.1:(Sw5'=true)& (rest_state'=5)+ 0.6:(Sw6'=true)& (rest_state'=6); 

 

[] rest_state=2 &  Sw2=true & time1>=0 & time1<=30-> 

0.977:(Sw2'=false) & (outage2'=false) & (recoverd_switch2'=true) & 

(rest_state'=62)  + 0.023:(Sw2'=true) & (outage2'=true) 

&(rest_state'=7); 

 

[] rest_state=3 &  Sw3=true & time1>=0 & time1<=30-> 

0.977:(Sw3'=false) & (outage3'=false)& (recoverd_switch3'=true)& 
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(rest_state'=63)  + 0.023:(Sw3'=true) & (outage3'=true) & 

(rest_state'=8) ; 

 

[] rest_state=4 &  Sw4=true& time1>=0 & time1<=30 -> 

0.977:(Sw4'=false) & (outage4'=false)& (recoverd_switch4'=true)& 

(rest_state'=64)  + 0.023:(Sw4'=true) & (outage4'=true) & 

(rest_state'=9) ; 

 

[] rest_state=5 &  Sw5=true & time1>=0 & time1<=30-> 

0.977:(Sw5'=false) & (outage5'=false)& (recoverd_switch5'=true)& 

(rest_state'=65)  + 0.023:(Sw5'=true) & (outage5'=true) & 

(rest_state'=10) ; 

 

[] rest_state=6 &  Sw6=true & time1>=0 & time1<=30-> 

0.977:(Sw6'=false) & (outage6'=false)& (recoverd_switch6'=true)& 

(rest_state'=66)  + 0.023:(Sw6'=true) & (outage6'=true) & 

(rest_state'=11) ; 

 

//*******************************************************

********************************************************

***************************************************** 

[]rest_state=0 &  Fl_Section2=true -> 0.1:(Sw1'=true) & 

(rest_state'=12)  + 0.1:(Sw3'=true) & (rest_state'=13)+ 

0.1:(Sw4'=true) & (rest_state'=14) + 0.1:(Sw5'=true)& 

(rest_state'=15)+ 0.6:(Sw6'=true)& (rest_state'=16); 

 

[] rest_state=12 &  Sw1=true & time1>=0 & time1<=30-> 

0.977:(Sw1'=false) & (outage1'=false) &(recoverd_switch1'=true)  & 

(rest_state'=67)+ 0.023:(Sw1'=true) & (outage1'=true)& 

(rest_state'=17); 

 

[] rest_state=13 &  Sw3=true & time1>=0 & time1<=30-> 

0.977:(Sw3'=false) & (outage3'=false) & (recoverd_switch3'=true)& 

(rest_state'=68) + 0.023:(Sw3'=true) & (outage3'=true) & 

(rest_state'=18); 
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[] rest_state=14 &  Sw4=true& time1>=0 & time1<=30 -> 

0.977:(Sw4'=false) & (outage4'=false) & (recoverd_switch4'=true)& 

(rest_state'=69) + 0.023:(Sw4'=true) & (outage4'=true) & 

(rest_state'=19); 

 

[] rest_state=15 &  Sw5=true& time1>=0 & time1<=30 -> 

0.977:(Sw5'=false) & (outage5'=false) & (recoverd_switch5'=true)& 

(rest_state'=70) + 0.023:(Sw5'=true) & (outage5'=true) & 

(rest_state'=20); 

 

[] rest_state=16 &  Sw6=true& time1>=0 & time1<=30 -> 

0.977:(Sw6'=false) & (outage6'=false) & (recoverd_switch6'=true)& 

(rest_state'=71) + 0.023:(Sw6'=true) & (outage6'=true) & 

(rest_state'=21); 

//*******************************************************

********************************************************

***************************************************** 

 

 

[]rest_state=0&Fl_Section3=true -> 0.05:(Sw2'=true) & 

(rest_state'=22)+0.05:(Sw1'=true)&(rest_state'=23)+0.05:(Sw4'=true)

&(rest_state'=24)+ 0.05:(Sw5'=true)& (rest_state'=25)+ 

0.8:(Sw6'=true)& (rest_state'=26); 

 

[] rest_state=22 &  Sw2=true& time1>=0 & time1<=30 -> 

0.977:(Sw2'=false) & (outage2'=false) &(recoverd_switch2'=true) & 

(rest_state'=72) + 0.023:(Sw2'=true) & (outage2'=true) & 

(rest_state'=27); 

 

[] rest_state=23 &  Sw1=true & time1>=0 & time1<=30-> 

0.977:(Sw1'=false) & (outage1'=false)& (recoverd_switch1'=true) & 

(rest_state'=73) + 0.023:(Sw1'=true) & (outage1'=true) & 

(rest_state'=28); 

 

[] rest_state=24 &  Sw4=true & time1>=0 & time1<=30-> 

0.977:(Sw4'=false) & (outage4'=false)& (recoverd_switch4'=true) & 
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(rest_state'=74) + 0.023:(Sw4'=true) & (outage4'=true) & 

(rest_state'=29); 

 

[] rest_state=25 &  Sw5=true& time1>=0 & time1<=30 -> 

0.977:(Sw5'=false) & (outage5'=false)& (recoverd_switch5'=true) & 

(rest_state'=75) + 0.023:(Sw5'=true) & (outage5'=true) & 

(rest_state'=30); 

 

[] rest_state=26 &  Sw6=true& time1>=0 & time1<=30 -> 

0.977:(Sw6'=false) & (outage6'=false)& (recoverd_switch6'=true) & 

(rest_state'=76) + 0.023:(Sw6'=true) & (outage6'=true) & 

(rest_state'=31); 

 

//*******************************************************

********************************************************

********************************************************

***************************************************** 

 

[]rest_state=0&Fl_Section4=true ->0.075:(Sw2'=true) & 

(rest_state'=32)  + 

0.075:(Sw3'=true)&(rest_state'=33)+0.075:(Sw1'=true)& 

(rest_state'=34) 

+0.075:(Sw5'=true)&(rest_state'=35)+0.7:(Sw6'=true)& 

(rest_state'=36); 

 

[] rest_state=32 &  Sw2=true & time1>=0 & time1<=30-> 

0.977:(Sw2'=false) & (outage2'=false) &(recoverd_switch2'=true) & 

(rest_state'=77) + 0.023:(Sw2'=true) & (outage2'=true) & 

(rest_state'=37); 

 

[] rest_state=33 &  Sw3=true& time1>=0 & time1<=30 -> 

0.977:(Sw3'=false) & (outage3'=false)& (recoverd_switch3'=true) & 

(rest_state'=78) + 0.023:(Sw3'=true) & (outage3'=true) & 

(rest_state'=38); 
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[] rest_state=34 &  Sw1=true & time1>=0 & time1<=30-> 

0.977:(Sw1'=false) & (outage1'=false)& (recoverd_switch1'=true) & 

(rest_state'=79) + 0.023:(Sw1'=true) & (outage1'=true) & 

(rest_state'=39); 

 

[] rest_state=35 &  Sw5=true & time1>=0 & time1<=30-> 

0.977:(Sw5'=false) & (outage5'=false)& (recoverd_switch5'=true) & 

(rest_state'=80) + 0.023:(Sw5'=true) & (outage5'=true) & 

(rest_state'=40); 

 

[] rest_state=36 &  Sw6=true & time1>=0 & time1<=30-> 

0.977:(Sw6'=false) & (outage6'=false)& (recoverd_switch6'=true) & 

(rest_state'=81) + 0.023:(Sw6'=true) & (outage6'=true) & 

(rest_state'=41); 

 

//*******************************************************

********************************************************

********************************************************

***************************************************** 

 

[]rest_state=0&Fl_Section5=true ->0.05:(Sw2'=true) & 

(rest_state'=42)  

+0.05:(Sw3'=true)&(rest_state'=43)+0.05:(Sw4'=true) & 

(rest_state'=44) 

+0.05:(Sw1'=true)&(rest_state'=45)+0.8:(Sw6'=true)& 

(rest_state'=46); 

 

[] rest_state=42 &  Sw2=true& time1>=0 & time1<=30 -> 

0.977:(Sw2'=false) & (outage2'=false) &(recoverd_switch2'=true) & 

(rest_state'=82) + 0.023:(Sw2'=true) & (outage2'=true) & 

(rest_state'=47); 

 

[] rest_state=43 &  Sw3=true& time1>=0 & time1<=30 -> 

0.977:(Sw3'=false) & (outage3'=false)& (recoverd_switch3'=true) & 

(rest_state'=83) + 0.023:(Sw3'=true) & (outage3'=true) & 

(rest_state'=48); 
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[] rest_state=44 &  Sw4=true& time1>=0 & time1<=30 -> 

0.977:(Sw4'=false) & (outage4'=false)& (recoverd_switch4'=true) & 

(rest_state'=84) + 0.023:(Sw4'=true) & (outage4'=true) & 

(rest_state'=49); 

 

[] rest_state=45 &  Sw1=true& time1>=0 & time1<=30 -> 

0.977:(Sw1'=false) & (outage1'=false)& (recoverd_switch1'=true) & 

(rest_state'=85) + 0.023:(Sw1'=true) & (outage1'=true) & 

(rest_state'=50); 

 

[] rest_state=46 &  Sw6=true& time1>=0 & time1<=30 -> 

0.977:(Sw6'=false) & (outage6'=false)& (recoverd_switch6'=true) & 

(rest_state'=86) + 0.023:(Sw6'=true) & (outage6'=true) & 

(rest_state'=51); 

 

//*******************************************************

********************************************************

********************************************************

***************************************************** 

 

[]rest_state=0&Fl_Section6=true ->0.1:(Sw2'=true) & (rest_state'=52)  

+0.1:(Sw3'=true)&(rest_state'=53)+0.1:(Sw4'=true) & (rest_state'=54) 

+0.6:(Sw5'=true)&(rest_state'=55)+0.1:(Sw1'=true)& (rest_state'=56); 

 

[] rest_state=52 &  Sw2=true & time1>=0 & time1<=30-> 

0.977:(Sw2'=false) & (outage2'=false) &(recoverd_switch2'=true) & 

(rest_state'=87) + 0.023:(Sw2'=true) & (outage2'=true) & 

(rest_state'=57); 

 

[] rest_state=53 &  Sw3=true & time1>=0 & time1<=30-> 

0.977:(Sw3'=false) & (outage3'=false)& (recoverd_switch3'=true) & 

(rest_state'=88) + 0.023:(Sw3'=true) & (outage3'=true) & 

(rest_state'=58); 
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[] rest_state=54 &  Sw4=true& time1>=0 & time1<=30 -> 

0.977:(Sw4'=false) & (outage4'=false)& (recoverd_switch4'=true) & 

(rest_state'=89) + 0.023:(Sw4'=true) & (outage4'=true) & 

(rest_state'=59); 

 

[] rest_state=55 &  Sw5=true& time1>=0 & time1<=30 -> 

0.977:(Sw5'=false) & (outage5'=false)& (recoverd_switch5'=true) & 

(rest_state'=90) + 0.023:(Sw5'=true) & (outage5'=true) & 

(rest_state'=60); 

 

[] rest_state=56 &  Sw1=true& time1>=0 & time1<=30 -> 

0.977:(Sw1'=false) & (outage1'=false)& (recoverd_switch1'=true) & 

(rest_state'=91) + 0.023:(Sw1'=true) & (outage1'=true) & 

(rest_state'=61); 

 

 

endmodule 
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Appendix C 

 

--------------------------------------------------------------- 

Case 3: FDIR with Communication Network 

------------------------------------------------------------------ 

 

dtmc 

   

 

 

const double Fault = 0.642; 

const double rest    = 0.977; 

const double comm =0.430; 

const double failure=0.570; 

 

 

module communication 

 

com_state : [1..47] init 1; 

vuln          : [0..1]  init 1; 

aslottime  : [0..1]  init 1; 

 

 

st1          :bool init false; 

st2          :bool init false; 

st3          :bool init false; 

ch_free   :bool init false; 

trans1     :bool init false; 

trans2     :bool init false; 

trans3     :bool init false; 

slot         :bool init false; 

ack1       :bool init false; 

ack2       :bool init false; 

ack3       :bool init false; 

backoff  :bool init false; 
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[] com_state=1 -> 0.43:(ch_free'=true) & (com_state'=2) + 

0.57:(ch_free'=false) & (com_state'=3); 

[] com_state=1 -> 0.43:(ch_free'=true) & (com_state'=4) + 

0.57:(ch_free'=false) & (com_state'=5); 

 

[] com_state=1 -> 0.43:(ch_free'=true) & (com_state'=6) + 

0.57:(ch_free'=false) & (com_state'=7); 

 

//*******************************************************

********************************************************

************* 

 

[]  com_state=2 -> (trans1'=true) &  (backoff'=false)& (vuln'=1) & 

(slot'=true) & (com_state'=8); 

 

[] com_state=3 -> (trans1'=false)& (backoff'=true)& (com_state'=9); 

 

 

//*******************************************************

********************************************************

*************** 

 

[]  com_state=4 -> (trans2'=true) &  (backoff'=false)& (vuln'=1) & 

(slot'=true) & (com_state'=10); 

 

[] com_state=5 -> (trans2'=false)& (backoff'=true)& (com_state'=11); 

 

 

//*******************************************************

********************************************************

**************** 

 

[]  com_state=6 -> (trans3'=true) &  (backoff'=false)& (vuln'=1) & 

(slot'=true) & (com_state'=12); 
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[] com_state=7 -> (trans3'=false)& (backoff'=true)& (com_state'=13); 

 

 

//*******************************************************

********************************************************

**************** 

 

[] com_state=8 -> (ack1'=true) & (aslottime'=1) & (com_state'=14); 

 

[] com_state=10 -> (ack2'=true) & (aslottime'=1) & (com_state'=15); 

 

[] com_state=12 -> (ack3'=true) & (aslottime'=1) & (com_state'=16); 

 

 

//*******************************************************

********************************************************

***************** 

 

[] com_state=14 -> 0.43:(backoff'=false) & (com_state'=17) + 

0.57:(backoff'=true) & (com_state'=18); 

 

[] com_state=17 -> (trans1'=true) & (com_state'=23); 

 

[] com_state=18 -> (trans1'=false) & (com_state'=9); 

 

[] com_state=9 & backoff=false -> (com_state'=26)& (trans1'=true); 

 

//*******************************************************

********************************************************

****************** 

 

[] com_state=15 -> 0.43:(backoff'=false) & (com_state'=19) + 0.57 

:(backoff'=true) & (com_state'=20); 

 

[] com_state=19 -> (trans2'=true) & (com_state'=24); 
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[] com_state=20 -> (trans2'=false) & (com_state'=11); 

 

[] com_state=11 & backoff=false -> (com_state'=27) & (trans2'=true); 

 

//*******************************************************

********************************************************

******************* 

 

[] com_state=16-> 0.43:(backoff'=false) & (com_state'=21) + 0.57 

:(backoff'=true) & (com_state'=22); 

 

[] com_state=21 -> (trans3'=true) & (com_state'=25); 

 

[] com_state=22 -> (trans3'=false) & (com_state'=13); 

 

[] com_state=13 & backoff=false -> (com_state'=28) & (trans3'=true); 

 

endmodule 

 

module receiving station 

 

recev_state     :[1..16] init 1; 

recst1             : bool init false; 

recst2             :bool  init false; 

recst3             :bool  init false; 

recevpack1    :bool init false; 

recevpack2    :bool init false; 

recevpack3    :bool init false; 

recevack1      :bool init false; 

recevack2      :bool init false; 

recevack3      :bool init false; 

sifs                 :bool init false; 
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[] recev_state=1 & trans1=true -> 0.43:(recevpack1'=true) & 

(recev_state'=2) + 0.57:(recevpack1'=false) & (recev_state'=3); 

 

[] recev_state=2 -> (sifs'=true) & (recevack1'=true) & 

(recev_state'=8); 

 

[] recev_state=3 -> (recevack1'=false) & (recev_state'=9); 

 

//*******************************************************

********************************************************

************************ 

[] recev_state=1 & trans2=true -> 0.43:(recevpack2'=true) & 

(recev_state'=4) + 0.57:(recevpack2'=false) & (recev_state'=5); 

 

[] recev_state=4 -> (sifs'=true) & (recevack2'=true) & 

(recev_state'=10); 

 

[] recev_state=5 -> (recevack2'=false) & (recev_state'=11); 

 

 

//*******************************************************

********************************************************

************************* 

 

[] recev_state=1 & trans3=true -> 0.43:(recevpack3'=true) & 

(recev_state'=6) + 0.57:(recevpack3'=false) & (recev_state'=7); 

 

[] recev_state=6 -> (sifs'=true) & (recevack3'=true) & 

(recev_state'=12); 

 

[] recev_state=7 -> (recevack3'=false) & (recev_state'=13); 

 

 

endmodule   
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module fdir 

 

 // Variables Here 

       Loc_state    : [0..14] init 0; 

         

       iso_state      : [0..16] init 1 ; 

 

       rest_state     : [0..40] init 1 ; 

       time1           : [0..50] init 0; 

       time2           : [0..60] init 0; 

 

 

         Fl_permt  : bool init  false; 

        CB_Cont  : bool init  false; 

        Fc             : bool init  false; 

        CB_Trp    : bool init  false; 

        FASM      : bool init  false; 

        Sw_Tie     : bool init  false; 

        Sw2_SDSI : bool init  false; 

        Sw3_SDSI : bool init  false; 

        Sw1_SDSI : bool init   false; 

        Fl_prs1         : bool init false; 

        Fl_prs2         : bool init false; 

        Fl_prs3         : bool init false; 

        Fl_swi          : bool init false; 

        prt_rly          : bool init false; 

        ACMP          : bool init false; 

        fl_flg1          : bool init  false; 

        fl_flg2          : bool init  false; 

        fl_flg3          : bool init  false; 

        Fl_Sw1        : bool init  false; 

        Fl_Sw2        : bool init  false; 

        Fl_Sw3        : bool init  false ; 

        Fl_Local1    : bool init  false; 

        Fl_Local2    : bool init  false; 

        Fl_Local3    : bool init  false;         



 
 
 
 

Page | 135 
 

        Sw_id1        : bool init    false; 

        Sw_id2        : bool init    false; 

        Sw_id8        :bool  init    false; 

        Powersource  : [101..103] init 101; 

        Powerid          : bool init false; 

         Is1                 : bool init false; 

         Is2                 : bool init false; 

         Is3                 : bool init false; 

         ISOM            : bool init false; 

         Fl_Isl1           : bool init false; 

         Fl_Isl2           : bool init false; 

         Fl_Isl3           : bool init false; 

         Fl_Section1   : bool init false; 

         Fl_Section2   : bool init false; 

         Fl_Section3   : bool init false; 

         Sw1_Trip      : bool init false; 

         Sw2_Trip      : bool init false; 

         Sw3_Trip      : bool init false; 

         Sw1               : bool init false; 

          Sw2              : bool init false; 

          Sw8              : bool init false; 

         outage1         : bool init false; 

         outage2         : bool init false; 

         outage8         : bool init false; 

         recoverd_switch1 : bool init false; 

         recoverd_switch2 : bool init false; 

         recoverd_switch8 : bool init false; 

         isom_sw1             : bool init false; 

         isom_sw2             : bool init false; 

         isom_sw8             : bool init false; 

         resm                     : bool init false; 
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// Fault Loalization : 

 

 [] Loc_state=0 ->  0.642: (Fl_permt'=true)  & (Fc'=true)  & 

(prt_rly'=true) & (Loc_state'=1) + 0.358 : (Fl_permt'=false) & 

(Fc'=false)&(Loc_state'=0)   ; 

 

 

 [] Loc_state=1   -> (CB_Trp'=true) & (CB_Cont'=true) & 

(FASM'=true) & (ACMP'=true) & (Loc_state'=3); 

 

// 

********************************************************

************************************* 

 

 [] Loc_state=3 -> 0.46:(Sw_id1'=true)& (Loc_state'=4)  + 

0.54:(Sw_id1'=false) & (Loc_state'=14); 

 

[] Loc_state=3 -> 0.46:(Loc_state'=5) & (Sw_id2'=true) + 

0.54:(Loc_state'=14); 

 

[] Loc_state=3  ->0.46:(Loc_state'=6) & (Sw_id8'=true) + 

0.54:(Loc_state'=14);      

 

 

 

//*******************************************************

*************************************** 

 

[] Loc_state=4 -> 0.5:(Sw_Tie'=false) & (Sw1_SDSI'=true)  & 

(Fl_prs1'=true) & (Loc_state'=7)  + 0.5:(Sw_Tie'=true) & 

(Loc_state'=5); 

 

[] Loc_state=5 & fl_flg1=false -> 0.5:(Sw_Tie'=false) & 

(Sw2_SDSI'=true)  & (Fl_prs2'=true) & (Loc_state'=8) + 

0.5:(Sw_Tie'=true) & (Loc_state'=6); 
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[] Loc_state=6 & fl_flg2=false-> 0.5:(Sw_Tie'=false) & 

(Sw3_SDSI'=true)  & (Fl_prs3'=true) & (Loc_state'=9) + 

0.5:(Sw_Tie'=true) & (Loc_state'=14) & (FASM'=false); 

 

[] Loc_state=14 -> (Loc_state'=3); 

  

//*******************************************************

*************************************** 

 

[] Loc_state=7  -> 0.715: (fl_flg1'=true) & (Fl_Sw1'=true) & 

(Fl_Local1'=true) & (Loc_state'=11) + 0.285: (fl_flg1'=false)& 

(Loc_state'=5); 

 

[] Loc_state=8 -> 0.715 : (fl_flg2'=true) & (Fl_Sw2'=true) & 

(Fl_Local2'=true) & (Loc_state'=12) +  0.285 : (fl_flg2'=false)& 

(Loc_state'=6);  

 

[] Loc_state=9 -> 0.715 : (fl_flg3'=true) & (Fl_Sw3'=true) & 

(Fl_Local3'=true) & (Loc_state'=13) + 0.285 : (fl_flg3'=false) & 

(Loc_state'=14) & (FASM'=false); 

 

 

 

//*******************************************************

****************************************** 

//*******************************************************

****************************************** 

 

 

// Fault Isolation :          

   

         

 

[] iso_state=1 & Loc_state=11 &  Fl_Local1=true & Fl_Local2=false 

& Fl_Local3=false  & Sw1_SDSI=true-> 0.977:(Sw1_Trip'=true) & 

(iso_state'=2)  + 0.023:(Sw1_Trip'=false) & (iso_state'=3); 
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[] iso_state=2 & Sw1_Trip=true  & time1>=0 & time1<=20-> 

(Is1'=true) & (ISOM'=true) & (Fl_Isl1'=true)& (Sw_id1'=true) & 

(powersource'=101) & (iso_state'=4); 

 

[] iso_state=3 & Sw1_Trip=false & time1>=0 & time1<=20 -> 

(Is1'=false) & (ISOM'=true)& (Sw_id1'=true) & (powerid'=false) & 

(iso_state'=5); 

 

[] iso_state=4 -> (Fl_Section1'=true)& (iso_state'=14) ; 

 

[] iso_state=5 -> (Fl_Section1'=true)& (iso_state'=14) ; 

 

//*******************************************************

********************************************************

******* 

 

 

[] iso_state=1  & Loc_state=12 & Fl_Local1=false& 

Fl_Local2=true& Fl_Local3=false & Sw2_SDSI=true-> 

0.977:(Sw2_Trip'=true) & (iso_state'=6)  + 0.023:(Sw2_Trip'=false) 

& (iso_state'=7); 

 

[] iso_state=6 & Sw2_Trip=true & time1>=0 & time1<=20-> 

(Is2'=true) & (ISOM'=true) & (Fl_Isl2'=true)& (Sw_id2'=true) & 

(powersource'=103) &(iso_state'=8); 

 

[] iso_state=7 & Sw2_Trip=false & time1>=0 & time1<=20-> 

(Is2'=false) & (ISOM'=true)& (Sw_id2'=true) & (powerid'=false) & 

(iso_state'=9); 

 

[] iso_state=8 -> (Fl_Section2'=true)& (iso_state'=15) ; 

 

[] iso_state=9 -> (Fl_Section2'=true)& (iso_state'=15) ; 
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//*******************************************************

********************************************************

********* 

 

 

[] iso_state=1 & Loc_state=13 & Fl_Local1=false& 

Fl_Local2=false& Fl_Local3=true  & Sw3_SDSI=true-> 

0.977:(Sw3_Trip'=true) & (iso_state'=10)  + 0.023:(Sw3_Trip'=false) 

& (iso_state'=11); 

 

[] iso_state=10 & Sw3_Trip=true & time1>=0 & time1<=20-> 

(Is3'=true) & (ISOM'=true) & (Fl_Isl3'=true)& (Sw_id8'=true) & 

(powersource'=102) &(iso_state'=12); 

 

[] iso_state=11 & Sw3_Trip=false & time1>=0 & time1<=20-> 

(Is3'=false) & (ISOM'=true)& (Sw_id8'=true) & (powerid'=false) & 

(iso_state'=13); 

 

[] iso_state=12 -> (Fl_Section3'=true)& (iso_state'=16) ; 

 

[] iso_state=13 -> (Fl_Section3'=true)& (iso_state'=16) ; 

 

//*******************************************************

********************************************************

********** 

//*******************************************************

********************************************************

********** 

 

// Restoration of Fault: 

 

 

[] rest_state=1 & iso_state=14 &  Fl_Section1=true -> 

0.5:(Sw2'=true) & (rest_state'=2)  + 0.5:(Sw8'=true) & 

(rest_state'=11); 
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[] rest_state=2 &  Sw2=true & time2>=0 & time2<=30  -> 

0.43:(isom_sw2'=true) & (rest_state'=8) + 0.57:(isom_sw2'=false) & 

(rest_state'=9); 

 

[] rest_state=11 &  Sw8=true & time2>=0 & time2<=30  -> 

0.43:(isom_sw8'=true) & (rest_state'=10) + 0.57:(isom_sw8'=false) & 

(rest_state'=11); 

 

[] rest_state=8 -> 0.977:(Sw2'=false) & (outage2'=false) & 

(recoverd_switch2'=true)& (rest_state'=20) + 0.023:(Sw2'=true) & 

(outage2'=true) &(rest_state'=21); 

 

[] rest_state=9 -> (outage2'=true) & (resm'=true) & (rest_state'=22); 

 

[] rest_state=10 -> 0.977:(Sw8'=false) & (outage8'=false) & 

(recoverd_switch8'=true)& (rest_state'=23) + 0.023:(Sw8'=true) & 

(outage8'=true) &(rest_state'=24); 

 

[] rest_state=11 -> (outage8'=true) & (resm'=true) & (rest_state'=25); 

 

 

//*******************************************************

********************************************************

************** 

 

[] rest_state=1 & iso_state=15 &  Fl_Section2=true -> 

0.5:(Sw1'=true) & (rest_state'=3)  + 0.5:(Sw8'=true) & (rest_state'=6); 

 

[] rest_state=3 &  Sw1=true & time2>=0 & time2<=30  -> 

0.43:(isom_sw1'=true) & (rest_state'=12) + 0.57:(isom_sw1'=false) & 

(rest_state'=13); 

 

[] rest_state=6 &  Sw8=true & time2>=0 & time2<=30  -> 

0.43:(isom_sw8'=true) & (rest_state'=14) + 0.57:(isom_sw8'=false) & 

(rest_state'=15); 
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[] rest_state=12 -> 0.977:(Sw1'=false) & (outage1'=false) & 

(recoverd_switch1'=true)& (rest_state'=26) + 0.023:(Sw1'=true) & 

(outage1'=true) &(rest_state'=27); 

 

[] rest_state=13 -> (outage1'=true) & (resm'=true) & (rest_state'=28); 

 

[] rest_state=14 -> 0.977:(Sw8'=false) & (outage8'=false) & 

(recoverd_switch8'=true)& (rest_state'=29) + 0.023:(Sw8'=true) & 

(outage8'=true) &(rest_state'=30); 

 

[] rest_state=15 -> (outage8'=true) & (resm'=true) & (rest_state'=31); 

 

 

//*******************************************************

********************************************************

*************** 

 

[] rest_state=1 & iso_state=16 &  Fl_Section3=true -> 

0.5:(Sw1'=true) & (rest_state'=4)  + 0.5:(Sw2'=true) & (rest_state'=7); 

 

[] rest_state=4 &  Sw1=true & time2>=0 & time2<=30  -> 

0.43:(isom_sw1'=true) & (rest_state'=16) + 0.57:(isom_sw1'=false) & 

(rest_state'=17); 

 

[] rest_state=7 &  Sw2=true & time2>=0 & time2<=30  -> 

0.43:(isom_sw2'=true) & (rest_state'=18) + 0.57:(isom_sw2'=false) & 

(rest_state'=19); 

 

[] rest_state=16 -> 0.977:(Sw1'=false) & (outage1'=false) & 

(recoverd_switch1'=true)& (rest_state'=32) + 0.023:(Sw1'=true) & 

(outage1'=true) &(rest_state'=33); 

 

[] rest_state=17 -> (outage1'=true) & (resm'=true) & (rest_state'=34); 
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[] rest_state=18 -> 0.977:(Sw2'=false) & (outage2'=false) & 

(recoverd_switch2'=true)& (rest_state'=35) + 0.023:(Sw2'=true) & 

(outage2'=true) &(rest_state'=36); 

 

[] rest_state=9 -> (outage2'=true) & (resm'=true) & (rest_state'=37); 

 

endmodule 
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