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ABSTRACT

A MICROSTRUCTURAL APPROACH TO INTRADAY ANALYSIS OF
TURKISH DERIVATIVES MARKET

Aydogan, Berna

Ph.D., Department of Business Administration

Supervisor: Assoc. Prof. Dr. Hasan F. Baklaci

June 2010, 168 pages

This study provides a comprehensive anslg$ithe microstructure evolution of the Turkish
derivatives market by examining the time-varyinqa@tteristics of asset returns. The research is
aimed to improve the estimation of high-frequenntraday volatility as well as to highlight the
impact of trading volume on intraday volatility gjfecations.

To examine the stability of the resultg thataset is divided into pre- and post-extenseiogs
consistent with its extended trading hours aftept&maber 7, 2007. The findings indicate that
volatility asymmetry is not present in Turkish deives market. Furthermore, the estimation results
show that volatility patterns under GED assumptio@ more appropriate for modeling the intraday
returns as opposed to conventional GARCH volatititydelings.

In order to accommodate the nature of mition, the models are extended by allowing the
trading volume to enter into volatility specifioati. The findings suggest that when there is noalrri
of new information to all market traders at the satime, trading decreases and prices deviate

substantially, implying a negative relation betwésiormation and volatility of returns which is als



a feature of inefficiency in the market. Moreovtre volatility persistence remains even after the
inclusion of trading volume within each period.

Consequently, the results are consistetit thie theoretical market microstructure literatanel
carry important implications for portfolio manageasd market participants in obtaining accurate

information about Turkish derivatives market dynesrfior hedging and diversifying their portfolios.

Keywords: Market efficiency hypothesis, high-foeqcy volatility modeling, trading volume, ISE-
30 index futures



OZET

TURK TUREV AYASASI'NIN GUN iCI ANALiZINDE
MIKRO YAPISAL YAKLA SIM

Aydogan, Berna

Isletme Doktora Programisletme Bolimii

Tez Dangmani: Dog¢. Dr. Hasan F. Baklaci

Haziran 2010, 168 sayfa

Bu ¢cakma, zaman icerisinde gigen varlik getirilerini inceleyerek Turk tirev piyesnin mikro
yapisinin detayh birgekilde analiz edilmesini gar. Bu d@rultuda, varlik fiyatlarinin gin igci
volatilite yapisindaslem hacminin etkisini de g6z 6nline alarak modellgraenaclamaktadir.

Vadeliislem ve Opsiyon Borsasi’nda seans saatleri 7 Eyd072tarihinden itibaren uzatilgir.
Sonugclarin tutarhiffini incelemek icgin, veri seti, seans saatleriniatumasini dikkate alarak seans
suresi uzama doénemi 6ncesi ve sonrasi olarak &yygmistir. Bulgular, volatilite asimetrisinin Turk
tirev piyasasinda mevcut olmgohi gosterir. Bunun yaninda, geleneksel GARCH idkat
modellemelerine goére, GED varsayimi altinda incghervolatilite yapilarinin gin ici getiri
modellemesinde en uygun performansi gosgetdspit edilmstir.

Nispeten yeni olan Tirk tirev piyasasindamog! bilginin tim yatirnrmcilara ayni zamanda
ulasmamasi, slem hacminin dgmesine, fiyatlarda ise dnemli gigimlere neden olmyur. Bu sonug,
islem hacmi ve volatilite arasinda negatif yonli ibigkiyi gostermektedir ki bu da etkin olmayan bir
piyasanin ozelfiidir. Ote yandan, incelenen tim dénemlergenn hacminin eklenmesiyle volatilite

surekliliginde bir dgisme gozlemlenmersgir.



Sonug olarak, elde edilen bulgular, te@ijkasa mikro yapisina ait literatiir sonuclar ijeionlu
olup portféy yoneticilerinin ve yatirimcilarin ridn kacinmak ve portfoylerini géendirmek

amaciyla Turk tirev piyasasi ile ilgili ga bilgiye ulamasi acisindan dnenmstaaktadir.

Anahtar Kelimeler: Piyasa etkiglihipotezi, giin ici volatilite modellemesilém hacmi,IMKB-30
endeksi vadelisiem sézlemesi
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CHAPTER 1

INTRODUCTION

Volatility is a fundamental component to the theamyd practice of many asset
pricing, asset allocation, and risk managementiegns. The measurement of
volatility has attracted considerable attentiomeoent years, largely motivated by its
importance for researchers in financial economiod @ractitioners in financial
markets. Its central status is highlighted by th@l@sive growth of derivative
markets in the mid-nineteenth century. The demesti and risk management
industries aim to find optimal dynamic hedging &eges. It is common knowledge
that volatility varies over time in a stochastiglston a daily basis and that financial
market volatility displays certain characteristitsat are specific to financial time-
series (Bollerslev, 1986 and 1990). Therefore, rgelanumber of time-varying
volatility models that take into account these ebtaristics have been developed by
researchers and practitioners. The essential featfuasset prices is their obviously
increased volatility during periods with greater camts of news or information.
Following the studies of Merton (1980) and Nelsd®92), there is a growing

interest among financial economists on the higkelled precision with which

! Hedging refers to a strategy designed to minintieerisk of changes in the value of a portfolio
composed of either financial assets or physicalmodities (or both). If this value is highly corrtd
with the price of a futures contract, the risk damn significantly decreased by adding an opposite
position in futures, so that changes in the padfealue are offset by changes in the futures price
“These characteristics are callgtglized factsuch as volatility clustering, time-varying condital
heteroskedasticity, and leptokurtosis.



volatility can be estimated under the diffusionuasption which is often invoked in
theoretical studies. The basic insight is that rretuobtained over arbitrarily short
intervals are used to estimate precise volatiity.the best frequency, daily data is
acquired by holding the first or the last obseosmf the trading day for the variable
of interest is utilized in most of the empiricasearches in finance, thus disregarding
all intraday events. Due to the automatization adeaent in financial markets and
the enhanced developments of computer and infoomaé&chnology in the trading
and reporting system, many financial markets hateig intraday databases, named
ultra-high frequency dateby Engle (2000), that record every single traneact
together with its characteristics. This large dsgdand increased computing power
have encouraged researchers to disaggregate #taiirdo the micro level to better
understand the macro system (Dacoroghal., 2001). Interestingly, this progress
has not been limited to academic area, but has affected the current trading
environment, allowing a deeper understanding of ketaractivity. Meanwhile,
research based on high-frequency, intraday finhastset prices have documented a
remarkable diversity of the intraday return volgtiprocess across a variety of asset
categories and market structures. As a result,athalability of high-frequency
datasets has rekindled the interest of researchers as asneastudy the time-
varying characteristics of asset return in ordernmprove estimation of precise

volatility - an entity of great importance in todsgconomic decision making.

The recent availability of high-frequency data seéve the potential to uncover
many important insights on the behavior of intradaancial market data and
present the most relevant innovations in the fadldhe quantitative analysis of the

financial markets in the dawn of the *2tentury. Although microfinance has

® High-frequency data in finance is data that iorded at frequencies higher than daily.



spawned a new area for research, the challenging irteresting problem for
practitioners and researchers is to decide howntdyae high-frequency data in
general and how to capture the special charagtarisf financial transactions in
particular. The availability of intraday transactidata fills this gap by motivating
the research on intraday futures market charatitexief the Turkish Derivatives
Exchange (TurkDEX), which is an interesting evotyiriinancial market to
investigate. Therefore, this research will enhatfve understanding of Turkish
derivatives market thoroughly and systematicallyekgmining its volatility behavior
and comparing the empirical results gathered fok@yagainst the general results in

developed countries.

The analysis of high-frequency financial data pnésg unique characteristics is tied
to the area of financial economics known as markarostructure. The market

microstructure research is concerned with devetppidetailed understanding of the
trading process and the effects of that procegwrioe formation. While much of the

theoretical works in market microstructure havernbdeveloped over the last two
decades, most of the interest in the econometrceampirical work has extended
over the last decade. Many theoretical models wéstor and market behavior have
been proposed to explain the features of many ¢iahnime series. These studies
attribute the observed intraday pattern to spestglattempt to exploit their market
power or to deal with the inventory and informatasymmetry problenisThe high-

frequency data research not only improves the #ieat understanding of the

4 Microstructure models fall into the three genecaltegories: inventory, market power, and
asymmetric information models. In the inventory rlsd(see Stoll, 1978; Amihud and Mendelson,
1980, 1982; Ho and Stoll, 1981), the spread is vatdid as compensation for market makers for
bearing the risk of holding undesired inventory.rkéd-power models (see Stoll and Whaley, 1990;
Brock and Kleidon, 1992) link intraday variatiorms Spreads to the monopoly power of specialists.
Information models (see Copeland and Galai, 1988stén and Milgrom, 1985; Easley and O'Hara,
1987; Admati and Pfleiderer, 1988; Madhavan, 199&ster and Viswanathan, 1994) focus on the
adverse selection problem faced by market makers.



econometric theory, but also contributes to thectpral application of financial

models.

The Efficient Market Hypothesis(EMH) predicts that stock prices are entirely
determined by economic fundamentals. Within aragsy trading period, however,
wild price oscillations ranging from seconds to uigs occur on the stock market.
Prices could open and close at the same partipuiee level, but reveal turbulent
fluctuations throughout a single trading sessibnh&nges in corporate fundamentals
cause price movements and if EMH holds, the persistolatility must imply that
news arrives continuously to the market. It is Wdeelieved that trading in asset
markets is induced by the arrival of new information the market and the
subsequent revisions of expectations by investéree and trading volume are
regularly disseminated into the public to repoe 8tatus of financial markets and
these statistics are closely monitored by investdmsis implies that market
participants consider that disclosure of price &mading volume will increase their
understanding of the market dynamics. Thus, théirtgavolume can reflect new

information about changes in participants’ expéaitet

The theory on the return and trading volume refeingp is also based on whether the
information arrival process in financial marketsseguential or simultaneous. The
Mixture of Distributions Hypothesis (MDH) (Clark,9Z3) assumes information
dissemination is contemporaneous, while Sequelmtfiaimation Arrival Hypothesis

(SIAH) (Copeland, 1976 and Smirlock and Starks, 8198uggests the gradual

® “An efficient market is defined as a market whenere are large numbers of rational, profit-
maximizers actively competing, with each trying pieedict future market values of individual
securities, and where important current informatisralmost freely available to all participants. In
an efficient market, competition among the marglligent participants leads to a situation wherg, a
any point in time, the actual price of a securityl e a good estimate of its intrinsic valué¢Fama,
1965).



dissemination of information suggesting that aesenf intermediate informational
equilibria exist in the market. Therefore, an enepirexamination of intertemporal
and contemporaneous relationships between assehseand trading volume may
provide valuable information about different aspeot the trading dynamics and

informational efficiency in financial markets.

The modeling of various financial assets returngitilitly continues to be one of the
prevailing features in financial markets as it imygs major information on the risk
pattern involved in the investment and transacficotess. By far the most popular
approach for describing the stochastic nature isEpnovements using the statistical
models have been proposed in the generalized gwéssve conditional
heteroscedasticity (GARCH) literature by Bollersl€l986), extended from the
autoregressive conditional heteroscedasticity (ARGtddel of Engle (1982). The
family of ARCH models has been proven to providgoad fit for many financial
return series where an autoregressive structurengosed on the conditional
variance. These models allow the volatility shotkgersist over time, and to revert
to normal level. These models also capture thegmsipy of returns to cluster in time
and help to explain the non-normality and non-étghbaf stock return distributions.
Many of the proposed ARCH models allow for asymmegtffects of positive and
negative shocks on volatility. Models with this ti@@ are often termed
“asymmetric” or “leverage” volatility models. Whilthe speeds of adjustment are
very high in financial markets, studies using langene frequencies may fail to
capture information included in intraday market mments. Therefore, it may
appear that these volatility estimators which zailintraday returns will be more
precise than those that use daily returns. It mééb be tempting to conclude that

the statistics derived from asymptotic distributitimeory should provide good



approximations in the high-frequency setting. Agesult, there is an apparent
tendency toward the use of high-frequency datahé dontext of modeling time-
varying volatility. By extending the ARCH models itaclude intraday information
about trading volume, the modeling of the intradajatility of asset returns may
improve. It is of interest to study various modefs order to find out the

specifications that provide a good fit as well aslable estimation.

Traditionally, most studies that examine the pgcipehaviors and modeling of
volatility using high-frequency data have primamligher focused on the US or other
developed stock markets or have concentrated aigforexchange markets. More
recently, though, there has been a surge of intee®ng finance scholars in
studying the intraday volatility dynamics of emergistock markets, which play an
increasingly important role in global financial rkats. However, studies focusing on
the emerging financial markets are still rare.He kast twenty years, there have been
substantial changes in the degree of opennesdalnititg in most emerging markets.
Numerous capital markets in these emerging cowntwent through intensive
reforms leading to the accelerated pace of finamtiegration in the region and they
have grown rapidly due to financial liberalizatiand technological developments.
This phenomenal growth has created new opportgnite international investors
who consider these markets as a diversificatiorodppity and potential sources of

high returns, despite additional risks.

Derivative markets are one of the vital complemgntaomponents for the
development of financial markets in economies thaght to be present anyhow in
the natural evolution of markets”, as put forward Briedman. Due to recent

developments in the financial derivatives mark#tsse instruments are commonly



used for managing various financial risk exposway efficiently since they allow
investors to transfer these risks. In principlerivdgives contribute to a more
efficient allocation of capital and cross-borderpital flows, create more
opportunities for portfolio diversification and fhate risk transfer, price discovery,
and provide more public information (Tsetsekos ®adangis, 1997; Liyina, 2004).
In this respect, the growth in derivatives activdyer the past thirty years has
provided substantial benefits to the market pangiot§. They employ these financial
tools to enable both hedging activities and speimadets on the price movements
of underlying assets and in other ways modify tigridution of cash flows from
operations significantly at relatively low costdeteby ensuring better market
efficiency. Thus, financial derivatives are essanfior the development of efficient
capital markets. On account of the rising signifma of emerging countries’
financial markets, the motivation to employ advah@tonometric techniques to
examine the intraday behaviors of derivatives andmodel their volatility is
judiciously justified. Among most exchanges in egimeg markets that generated
steady expansion in derivative products in receary, derivatives market in Turkey

has achieved remarkable growth.

Turkish capital market finally acquired the longated instruments when it
introduced futures trading on its newly establisAedkish derivatives market in
2003. As TurkDEX was launched in 2003, tradingteffirst financial derivatives
instrument formally started on February 4, 200®ra#t significant improvement in
monetary stability conditions. Since then, transactolume of ISE-30 index futures

contract has experienced a stable growth and bedbmemost actively traded

® While the notional outstanding value of exchangel¢d derivatives financial instrument was $618.3
billions in 1986, it reached $73,137 billions ond@mber, 2009 (Bank of International Settlements
(BIS), 2009).



instrument at the TurkDEX To alleviate the thin trading problem in this mgw
opened futures market, only the most actively-tdak¥t=-30 index futures contract is
included in the empirical analysis. TurkDEX is darficular interest for empirical
work for several reasons. First, the Turkish denes market is a rapidly expanding
emerging market. According to World Federation gEltanges’ 2008 annual report,
the Turkish index futures has experienced the gasingrowth and become the third
highly traded instrument in Europe, Africa and MilcEast. In October 2009,
TurkDEX became a member of the Futures Industryofission (FIAY, consistent
with its objective of becoming more closely integaawith the global derivatives
market. Being one of the most important emergingketa, TurkDEX became
extremely popular among individual traders, and tHemswvn great attention from
international investors, growing on a global scdethe exchange became the third
fastest growing derivatives exchange in the wodcdbading to first six months data
of FIA in 2009. Thus, TurkDEX futures contracts amegarded as favorable
investment vehicles for global investors seekinghhreturn and value investing.
Furthermore, compared to other exchanges alongdiabdevelopment, Turkish
derivatives market is relatively new as an emergmayket. By their nature, since
derivatives markets display a high degree of pviatility, leading to unpredictable

outcomes, it is vital to investigate the dynami€wvaatility in a more accurate way

! By the end of 2006, ISE-30 index futures start dmthate the market and this remarkable attempt
continue in the following years and at the end @92 the trading volume of ISE-30 index futures
contract reached TL 310 billion representing 93.03%he total market value of Turkish derivatives
market. The increase in the number of contractee@1SE-30 index futures was even more stunning —
from 164 thousand contracts in 2005 to 65 milliontcacts in 2009 (TurkDEX).

® The growth of Eurex was somewhat slower (9%) hist é€xchange consolidated its leading position
in Europe, while other exchanges in that regiorl{ding the second biggest, NYSE Liffe) either
stabilized or declined (World Federation of Exchaf@/FE), 2008).

® Futures Industry Association (FIA) is an assooratdf futures commission merchants, banks and
trading advisers operating in the US, European/ssidn futures markets. FIA provides information
and education on futures markets and trading. db akpresents the interest of its members by
lobbying regulatory bodies and exchanges.



by means of utilizing high-frequency financial datdowever, there has been no
research that has been conducted on the intradayaathristics of Turkish
derivatives market to the authors’ best knowledgelike developed markets,
emerging markets might propose a completely diffeocenclusion from the existing
literature; together with the possibility of unigtiedings along the way, this study
will be pertinent to both practitioners and acadgams by giving them an overall

outlook of the intraday behavior of the Turkishidatives market.

The purpose of this study is to provide an initintlerstanding of the microstructure
of the ISE-30 index futures by examining the in&nadeturn volatility process with
the use of GARCH models and its various extensatis a key objective of finding
the finest measure for identifying volatility pesteince as well as highlighting the
impact of the trading volume on the volatility sfieations. Further, it will assist in
exploring the intraday trading patterns of ISE-8Qax futures returns, volatility and
trading volume. As financial markets represent hégleeds of adjustment, studies
employing low frequency data may fail to acquireoimation contained in intraday
market movements. The data set in this study obtiafrom Matriks Databasts
contains tick-by-tick transaction data of ISE-3@er futures traded in TurkDEX to
mitigate this problem. Using the data set, 15-n@ntirne interval subsequences are
constructed, since such a time interval is largeugh for new information to be
incorporated into futures prices and also sufficfenintraday futures price analysis.
To examine the stability of the results, the datis divided into pre- and post-
extension periods consistent with its extendedrnabours after September 7, 2007.
This research addresses main issues concernin@dSadex futures following its

two years inception in TurkDEX.

19 Matriks is a licensed data dissemination vendoatied in Turkey. It provides data and information
on global financial markets as well as selectedroemonomic indicators.



This paper contributes to the existing microstrrestiterature, since it represents the
first detailed documented examination of intradaygling patterns behavior of ISE-
30 index futures in the Turkish derivatives marketthe best of author’'s knowledge.
While previous studies found that derivatives ineeging markets have a far
stronger tendency to rise and fall together, fisignificance to determine whether
the trading patterns of Turkish derivatives market different from those of other

markets.

Another possible contribution of this paper is tbemprehensive analysis of
characteristics of high-frequency series and irtyaeblatility dynamics of the ISE-
30 index futures contract using 15-minute time rvdaé subsequences. The
contribution is best appreciated in the context tha empirical distribution of the
intraday return is heavy tailed and more peakediratothe center. Therefore,
alternative distributions possessing such chariatitesy have been proposed to better
account for the deviations from normality in thendiional distributions of returns.
It is well known that various GARCH models proviclensistent volatility filters for
the characteristic of conditionally heteroskedastata. Since symmetric GARCH
model cannot capture the asymmetric response dtiltyl to news, to capture
potential ‘Leverage effect’, Nelson’s (1991) Expotial GARCH (EGARCH) model
and the Threshold GARCH (TGARCH) model of Glosetral. (1993) will be also
estimated. These models will be compared in ordesde which are better in
modeling ISE-30 index futures volatility. To addbustness and incorporate
innovations to the analysis, each of the GARCH nwadell be applied under
different statistical distributions, comparing th@aussian distribution to the

generalized error distributions (GED). To accommedhe tail thickness and time
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variation in futures return distribution, a condital fat-tailed density (GED) would

be more appropriate for modeling the pattern oty returns.

Futures trading activity, proxied by trading volunganother important determinant
of futures prices volatility. Since trading volunrepresents the gross market
sentiment of both informed and uninformed tradierduding trading volume in each
GARCH specifications may shed further light on théarmation asymmetry and
volatility clustering in the market (also see Emysl Epps, 1976; Lamoureux and
Lastrapes, 1990), which carry important implicasiofor market efficiency.
Regarding to the relatively new Turkish derivativemrket, trading volume is
initially very thin. As Tauchen and Pitts (1983pgested, in thinly traded and highly
volatile emerging markets, prices may deviate sutistlly from fundamentals due
to infrequent trading and limited information flow#/hen trading volume increases
in the market, more information would be availabdich improve market
transparency, reduce uncertainty and market vindtil Also, the extent of noise is
expected to be relatively high in emerging markeit) the implication that there is
a weaker relationship between trading volume andtiity for emerging markets,
which is supported by the Sequential Informatiomival Hypothesis of Copeland
(1976) and Jenninget al. (1981). Informed traders tend to give rise to the

speculative trading activity and increase volatilidecreasing the liquidity of

' In emerging markets, decrease in volatility letmlsn increase in trades, and prices are adjusted
through speculative trading. In many younger markegansactions are made through a broker and
brokers collect and process information from madairces after that passed them on to a trader. As
is the case in emerging markets, informed tradendead to considerable losses on the part of rharke
makers. Therefore, the incentive to market makéndeicreased and will lead to high spreads to avoid
losing money to informed traders. Because theeevigll-established literature on the inverse refati
between volume and spreads (Abhyankiaal., 1997; Dey and Radhakrishna, 2007; and &aal,
2004), it makes sense that when there is no arofvakew information to all market traders, trading
will decrease and large shifts in prices might ecauthe same time. Thus, in inefficient markets,
trading volume is expected to drop, implying a riegarelation between information and volatility of
returns (Girard and Omran, 2009).
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emerging markets which is also a feature of anfimieht trading system and, to

some extent, of inefficiency in the market

The final contribution of this study is that it gsa very comprehensive data set
ranging from January 4, 2007 through March 21, 2008ch consists of 2.5 million
observations. The use of an extensive data setrbelttaracterizes the volatility
process by examining the market over a wider rasfgeonditions and a broader
market base. The development of intraday time waisr stimulates broad and
rigorous empirical investigations of a wide randassues in financial markets by
facilitating a deeper understanding of derivativearket activity. High-frequency
data can be used to shift the research focus frggregate market reaction to
individual investors’ reactions. By using high-fummcy data, it is possible to
examine the behavior of individual investors corgeraneously as they trade, rather
than analyzing the behavior of investors at the ehdhe day, week or month.
Understanding intraday regularities and price viihatin emerging markets would
be beneficial for investors, market participantggulators and researchers as these
markets might exhibit characteristics different nirothose observed and well
documented in developed markets. It can provideaifssgnt opportunities for
investors to identify the optimum times of the daytrade. Investors are generally
concerned about how time-varying volatility affedtse pricing and hedging of
derivatives since a large adverse price fluctuatibay occur during trading.
Excessive stock market volatility disrupts the fiimaing of financial system and
harms the economy. It is vital for policy makersl anforcers to better understand
market events, in order to formulate and implenedfective regulation and choose
efficient trading systems. Changes in market rateggularities may be necessary to

increase the stability of the market in a perio@xdgessive volatility.
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The remainder of this research is organized a®u@ll Section 2 presents the
theoretical foundation for the analyses conductethis research and contains the
literature review. Section 3 gives background infation about derivatives market
and brief information about Turkish Derivatives Baoge and discusses the
performance of ISE-30 index futures contract useithé analysis. Section 4 provides
definition of important concepts about pre- andtystimation analysis and reviews
the theoretical background for conditional vol&filmodels. Section 5 describes the
data and examines the distributional propertie$sminute index futures series in
Turkey. The findings in the fifth section will help determining the appropriate
methodology, to be presented in the following sectiThis rationale comes from the
fact that the subsequently employed methodology nefl heavily on the findings
regarding intraday return distribution charactésst Section 6 presents the time-
varying volatility models to be applied to the 1%aote ISE-30 index futures
contract and describes the performance of theseelsi@dth and without including
trading volume as a proxy for a stochastic procgégaformation arrival. Estimates
of the degree of volatility persistence under vagidistributions are contrasted to the
theoretical aggregation results. Section 7 chanaetethe intraday trading pattern of
the ISE-30 index futures series in 15-minute iraésv Finally, a summary of the
results, possible extensions to the research antke seplications for decision

makers are provided in the concluding section.
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CHAPTER 2

LITERATURE REVIEW

2.1 Theoretical Base

Although finance literature has focused much aitb@ndn the empirical evidence of
intraday dynamics, few papers attempt to explairaday pattern from a theoretical
perspective. The motivation for much of the puldsHiterature is the search for
evidence to support the microstructural hypothesgarding stylized features of

financial time series studied by many scholars.

Information-based model has recently been proposedone of the possible
explanations for the pattern. French and Roll (J98&e the early pioneers studying
the information effects in the US markets. Thesited the volatilities in securities
market in accordance with public information, ptevanformation and noise. French
and Roll developed formal hypotheses on the naacktiming of information by

using daily opening and closing prices, and by cammg volatility around holidays

to non-holiday volatility. They determined that thegher variance during trading
hours is caused by differences in the flow of infation during trading versus non-
trading hours. Amihud and Mendelson (1987) and ISapmid Whaley (1990)

investigated daily return variance for New York &&dexchange (NYSE) stocks and

found that open-to-open return volatility was sfgaintly greater than close-to-close
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variance. Amihud and Mendelson (1987) attributed thgher variances at the
market opening effect to “the trading mechanismgdusn the NYSE, whereas Stoll
and Whaley (1990) argued that it might also be edixy market participants trading
on private information. In the following articlepWwever, Amihud and Mendelson
(1991) pointed out the higher opening price vatstiis primarily affected by the
information rather than to differences in tradingamanisms and suggested that the
noisiness of opening prices may well be due toldhge amount of “unprocessed”
information that had accumulated overnight beftwee rharket opened rather than to
the call auction opening procedure. Miller (198Rirned that the increase in prices
at the beginning of the day can be attributed &pecialists’ moderating behavior,
that is, stock prices only partially adjust to infation revealed while the markets
are closed. He also suggested that a specialstsivior produces high returns at the
end of the day. However, this argument fails topsupfor the U-shaped patterns in

stock markets that have no specialist systems.

Admati and Pfleiderer (1988) seek to clarify theaday patterns observed by Wood
et al. (1985), Harris (1986), and others with a game-tigo model with three types
of traders; informed traders, discretionary ligtydiraders and nondiscretionary
traders. Informed traders have information on thieepof the security one period
before it is publicly released. These traders imseeprice volatility in the periods in
which they trade and decrease volatility in thelofwing periods. Discretionary
liquidity traders who must trade to satisfy themique liquidity demands choose
specific periods to trade during the day on theisba$ trading costs. However,

nondiscretionary traders must trade at a given tareng the day regardless of cost.
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Admati and Pfleiderer (1988) developed an asymmetformation model to explain
the strategy trading behavior of informed and liijtyi (uninformed) traders and the
impact of their trading on volatility and tradinglume. Their theory was based on
an assumption that liquidity traders prefer to ¢raghen the market is thick to
minimize trading costs, while informed traders témdérade when there is more noise
trading to maximize their profit. When the level nbise trading is high, the
informed traders can easily camouflage their tratfesquilibrium, all discretionary
traders choose to trade at the same time of the wlye this pooling of trades
attracts informed traders. This clustering of traah@lies more information to be
released during whichever part of the day is fastdrg noise traders. The important
consequence was that the trading was concentratéte sopen and close of the
trading day consisting of the previous empiricaldemce on intraday U-shaped

patterns for trading volume and returns.

Using an information-based model, Foster and Viatlzan (1990) employed a
similar game-theory model to explain trading paiteof volume, returns volatility
and adverse selection costs across weekdays, dsawahtraday patterns and
contended that information is accumulated during-trading periods. The crucial
assumption of their model is that an informed trddes the greatest advantage when
the market first opens. This advantage is redulcezligh time by public information
and the market makers inferences through the clsaimgtine order flow. However,
contrary to Admati and Pfleiderer, Foster and Visathan maintained that periods

of high volume and high volatility need not moveédther.

Easley and O’Hara (1992) pursue an idea that tinohdrades is related to the

existence of new information. In their model, tneedkearn both from a trade and a
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lack of trade because each may be correlated Wwéhptoperties of the underlying
information structure. Therefore, trades conveyaig of the existence of any new
information and the lack of trade provides sigrfaihe absence of new information.
More generally, the receipt of new information ntayse informed traders to trade
more frequently, and hence their presence may ik ascertained by observing
high level of trading volume (Easley and O’Hara871p Thus, price changes will be
more sensitive to the order flow movements whedirigavolume and trading costs

are high.

As an alternative approach to modeling intradayepas, Brock and Kleidon (1992)
extended Merton’ (1971) continuous trade portfatiodel to allow for transaction
costs and periodic market closures. They derivedagket maker power theory to
show that traders rebalance their portfolio in empugence of the nature of liquidity
demand causing larger bid-ask spreads at the operclase as well as observed
increases in volatility and trading volume. Thuwit model is able to account for
the concurrence of U-shaped intraday pattern iatilty and volume. Following the
insight of Brock and Kleidon (1992), Gerety and Kwiin (1992) indicated that
investors are transferring risk when hedging tipeisitions while market is closed.
Therefore, the volume at the end of the day shbaldlosely related to the expected
overnight volatility. Also, the trading activity #he opening is positively related to
both expected and unexpected overnight volatilityclv support both risk sharing

motives and the asymmetric information model.

Slezak (1994) proposed a theoretical framework thatket closures delay the

resolution of uncertainties, which imposes excessan the informed tradefs thus

12 Uninformed risk is generated from two sources. @he is the arrival of future news and the other
is the imperfect inference of current news, whitboimed risk generates from only the arrival of
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giving a motivation to trade before the market elas order to transfer the risk to
noise traders. When the market reopens, those walie hot been able to trade

overnight trade according to the information reedaduring the market closure.

Hong and Wang (2000) presented their theoreticalatsoand addressed how market
closures affects investors’ trading policies ane tlorresponding return generating
process. Their model proposed that volatility vareross the trading day, but they
found different intraday volatility patterns betweenarkets with symmetric and
asymmetric information. Under the assumption ohasetric information, the Hong
and Wang model produces a U-shaped intraday vtjapittern. However, under
the assumption of symmetric information, the mogebduces a pattern where
volatility is highest at the beginning of the tnagliday, decreases across the day, and
reaches the daily volatility low at the end, reséngba monotonically decreasing

curve.

Given the state of incomplete explanations foritttieaday trading patterns, Kramer
(2001) has more recently tried to use behaviorebfa rooted in the psychology of
depression to clarify why intraday returns may varya systematic manner. In
exploring this explanation, she found that houdgurns in the morning significantly
exceed those in the afternoon across a varietyma periods and datasets, a novel
discovery consistent with the behavioral explamatiof hourly returns and

contradicting the conventionally believed U-shapattern for intraday returns.

future news. Since a closure increases the variahdeture news, but not the variance of current
news, informed traders’ risk increases proportilynalore than the risk faced by liquidity traders.
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2.2 Empirical Evidences

The availability of the high-frequency financialtdehas generated a considerable
amount of empirical research which offers a furtmsight in analyzing the price
behavior over the course of the trading day. Therdiure has investigated the
features of intraday patterns in trading voluméynre volatility and bid-ask spreads
for all financial assets, including foreign exchangquity, and commaodity related
securities. While the early empirical studies coiaed on the equity market,
concentration has been directed in recent yearartsyvintraday regularities in the
markets for foreign exchange, financial and comityodutures. Meanwhile,
literature based on high-frequency has presentstikang diversity of the intraday
process across the several asset categories aricetnsructure. Though some
significant differences are identified across thigerse set of assets, the findings are
consistent, enabling a variant of the nonlinearetseries models within the

stochastic volatility and GARCH classes.

The US and UK stock markets provided the primangewe of a U-shaped pattern
in the intraday return variance. The intraday pagtein returns, volatility, and
volume were first documented by Woed al. (1985) and Harris (1986). While
Wood et al. (1985) examined two periods, 12 months in 1985 sirdmonths in
1971-1972 using an index of one minute intervalmes for all NYSE stocks, Harris
(1986) investigated the returns of NYSE stocks d@minute intervals data from
December 1981 to January 1983. The patterns shatréturns, volatility and
volume are high near the open and close of thengad the stock market during a

day, indicating a U-shaped intraday pattern.
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Jain and Joh (1988) reported the heavy tradingarbeginning and the ending of the
trading day and relatively light trading in the miiel of the day for hourly changes in
returns and volatility for data on the S&P 500 oadonger period, 1979-1983. They
attributed the higher volume at the open to inussti@ding on information gathered
during the night and in the morning before the retr&pens, while the higher

volume at the close was attributed to the investtwsing or hedging open positions
that they could not monitor or change overnight. Ifgh and Wood (1988)

examined whether the autocorrelations of one-mimdex returns is caused by the
effects of nonsynchronous trading on intraday ieslior by information arrival. They

found that autocorrelation is high near the opeth @dase, which reflects a U-shaped
intraday pattern in one-minute index returns. Lockd and Linn (1990) extended
previous volatility studies by examining marketigace on an hourly basis for the
Dow Jones Industrial Average between 1964-198%gdsriThe results demonstrated
that return volatility falls from the opening hountil early afternoon and rises
thereafter and is significantly greater for intrad&ersus overnight periods,

supporting the existence of a U-shaped patterharirttraday return variances in the

US stock market.

Miller (1989) claimed that the day-end effect isi®ad by the trading mechanism of
the UK market and suggested that the day-end eifecaused by specialists who
normally set the prices higher at the last tradaldééend their position when the
market opens on the next trading day. Thereforeatyeied that that specialist

functions are responsible for the U-shaped patterns

Recent empirical research on equity markets haBrowd the existence of specific

intraday patterns consistent, in some cases, Wwebrétical predictions. For stocks
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listed on the NYSE, Foster and Viswanathan (1988gstigated the first half-hour
of trading and found empirical support for the pegdn that the non-trading period
will be accompanied by higher reopening tradinguaag, volatility and the adverse
selection costs, a component of the bid-ask spréheé. adverse selection and
informed trading models predicted that volatilitgpreads and volume are
simultaneously elevated after the lunchtime closage result of adverse selection
and higher price uncertainty. This result is nohgistent with the Admati and
Pfleiderer (1988) model that predicts that tradoogts are low when volume and

return volatility are high.

Also, Mclnish and Wood (1992) and Chan al. (1995) investigated the intraday
pattern of bid-ask spreads on the NYSE and the &ps@spectively. Mclnish and
Wood (1992) indicated that the differences in lB#-apreads over the trading day
can be explained in terms of four classes of detemts, namely; activity, risk,
information and competition. They not only founattthe spread is inversely related
to the number of transactions in a given time mkrtbe number of shares per trade
and competition from regional exchanges, but atsmd that the bid-ask spreads are
directly related to cross-section risk, time-serigk during the trading day, as well
as abnormal number of trades. Further, they fohatthe bid-ask spread for NYSE
stocks exhibited a crude reverse J-shaped pattém higher spreads around the
opening and closing of the day. In contrast, Cétaal. (1995) identified that the bid-
ask spread for Nasdaq stocks displayed a distelgtidifferent pattern throughout
the day, with wider spreads at the open and nangwignificantly during the final
hour of trading. The spread toward the end of taglihg day varied from the
observed pattern and tended to become L-shapech &hal. (1995) examined

quoted bid-ask spreads on the Chicago Board Optxetange (CBOE) which is
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also a competitive dealer market, and supporteditisgéngs of Charet al. (1995).
The different patterns of intraday spreads betwBBfSE and Nasdaq stocks

motivate market microstructure researchers to fookossible explanations.

Wei (1992) examined intraday variations in voluimege variability, and the bid-ask
spread by employing the information about everyndemtion for NYSE and
American Stock Exchange common stocks during Sdmemand October 1987.
Trading activity, price variability and the bid-asgread were the highest in the first
hour of the day. In the last hour, trading activégd price variability increase
without significant changes in the information amansitory componentd These
variations demonstrate a U-shaped pattern. The pesiod results favor the
transitory cost explanation contrary to Admati dpiteiderer's (1989) prediction,
while the last period results are possibly expldifg investors unwinding their

positions before close to avoid overnight risk esye.

Jang and Lee (1993) identified that trading voluand number of transactions are
also higher at the open in NYSE, consistent with éxplanation of Jain and Joh
(1988) and Foster and Viswanathan (1993). Thigrigadehavior is explained by the
higher market activity at the opening is due to roight information that

accumulates during the NYSE nontrading period.

Lee et al. (1993) investigated the relationship between thieday patterns of bid-
ask spreads for NYSE stocks and documented a\gositirrelation between spread

and trading volume and a negative correlation betwspread and depth. High

13 Wei (1992) splits the bid-ask spread into an imfation component (i.e., the asymmetric
information cost of trading with informed investprand a transitory cost component (i.e., order
processing costs and inventory holding costs) ugiiegprocedures outlined in Glosten and Harris
(1988) and Stoll (1989).
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volatility is indicative of market uncertainty anqubssibly an increased presence of
informed traders so that a risk-averse specialigt widen the spread. Hence,
volatility and spread should be positively correthtAlso, they recognized that the
equity specialist is able to adjust both spreadsdapths when confronting informed
traders, and their results indicated that spread®ase and depths decrease prior to
earnings releases. Their analysis demonstrated varsee U-shaped pattern,

supporting an earlier finding of Mclnish and Wod®92).

Werner and Kleidon (1996) examined intraday pastesh cross-listed UK stocks
using the time interval encompassing the openingketan London until close in the
US market. Their focus was to examine the intrdaglyavior of stocks which were
dual traded on the London and US stock exchandesy found that when the NYSE
opens, then high volatility exists in NY for Londetocks, but in London no increase
in volatility occurs. Consequently, information doaot seem to be driving the
NYSE volatility. They also indicated that bid-agkreads narrow towards the close
of trading on the competitive dealer market of tmedon Stock Exchange (LSE).
For additional studies on cross-listed securitse® Charet al. (1996), and Moulton
and Wei (2005). In contrast to Werner and Kleido(996) finding that British
cross-listed stock spreads decline over the fesemal hours of their trading in US
markets, evidencing a separate U-shaped curveeitu8, Moulton and Wei (2005)
found that British cross-listed stock spreads agaifscantly lower in the NYSE
when the LSE is open. These cross-listed resulte weggestive of greater global
integration, perhaps due to market structure charagel increased international
arbitrage activity during the last decade. Analyafigrading on the LSE, however,

demonstrated that despite the availability of cileded substitutes on the NYSE,
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British home market shares retain their U-shapeste;usuggesting that the home

and cross- listing markets are not fully integrated

Atkins and Basu (1995) analyzed the time patterputflic announcements focusing
on the periods after the market closes tradingsand found that public information
also appears to have a significant effect on th&haped pattern of volume for 400
NYSE stocks. This indicated that the large volumtha beginning of the day could
be the result of the aggregate amount of new indtion that becomes known

overnight.

Chunget al. (1999) reported an alternative explanation for ititeaday pattern of
spreads on 144 stocks of NYSE. The study founddbiapetition among limit-order
traders is lower during the early and late hoursrading than during midday, and
indicated that the observed intraday pattern of EY$preads mirrors intraday
variation in limit-order competition. Based on tlfisding, they concluded that the
U-shaped intraday pattern of NYSE spreads is lgrgetermined by limit orders

placed by outsiders rather than by specialiststeguo

The availability of quote and transaction data leaisto the extension of work on
intradaily seasonalities in other national exchangdclnish and Wood (1990)
detected a similar U-shaped pattern for returns\aidme of the stocks traded on
the Toronto Stock Exchange. Niemeyer and Sand&bjl#hd Aitkeret al. (1995a)

provided related evidence of intraday regularittesStockholm and the Australian
trading system. Aitkeret al. (1995a) found that intraday volume on the Ausrali

Stock Exchange (ASX) rises in the first hour ofdirg, declines through to the
middle of the day, and then rises in the last twark of the day, indicating a similar

U-shaped pattern for returns. Also, they (1995unieented that the bid-ask spread
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narrows marginally towards the end of the day instfalia. These results were
similar to Wei's (1992) study in US suggesting ttieg information cost component

of trading with informed investors is small at #med of the day.

Abhyankaret al. (1997) investigated intraday variations in bid-agkead, trading
volume and volatility of returns, using a large gdancovering 835 stocks, traded on
the LSE during the first quarter of 1991. The retuplatility and bid-ask spread
were highest at the open, but relatively flat dgrihe trading day, rising slightly at
the close of the market. However, in contrast tarrevolatility and bid-ask spread,
trading volume was not U-shaped. It presented dlddwumped pattern with highs
at 9.30 a.m., and then prior to the close at 4.60 phe results of the statistical tests
provided mixed support for the models of Admati &fteiderer (1988) and Brock
and Kleidon (1992). Ranaldo (2001) empirically gmad the intraday market
liquidity and the intraday market concentration tbe Swiss Stock Exchange and
exhibited a triple U-shape. He found a U-shapetepaduring the morning and the
last half-hour of the trading day, while three peakaracterize the afternoon trading.
The first of these two peaks occurs around theopesing of the US markets. The

second peak coincides with the US market opening.

Chan et al. (2000) examined the intraday patterns of tradimjuwme and price
volatility for stocks traded on the NYSE and listedd Asia-Pacific and UK
exchanges and analyzed whether these patternselatedr to public information
accumulated overnight. As information about themeign stocks is more likely to
arrive during the NYSE off-trading period than dhgrithe trading period, market
activity is greater in the morning than the middaipey also found that overnight

price movements in local markets affect not onlgropg returns of foreign stocks,
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but also returns during the first 30 minutes. Thrice movement is positively
correlated with the price movement of foreign s®dk the morning, with the
correlation weakening afterward. This diminishirifiget of overnight information on
intraday price movements helps explain why prickatay is higher at the open and
lower at midday. On the other hand, local price emgnts cannot explain intraday
variations in trading volume. This suggests thatttiading volume of foreign stocks
on the NYSE is not related to overnight public mfation. Also, Mian and Adam
(2001) investigated the behavior of volatility fatraday equity index returns in the
ASX. They found that volatility is high in the earnorning, but diminishes through
mid-morning, and remains flat during the day. Herncevas found that volatility of
the Australian equities follows an L-shaped curverdhe trading day, which differs
from the U-shaped pattern commonly documented leyvipus studies on other
markets. Consistent with Cha al. (2000) and Mian and Adam (2001), Broas
al. (2003) proposed and employed a new method foctileteperiodicities based on
a signal coherence function, which was then tesiedh set of 10-minute return
intervals, bid-ask spreads, and trading volumehfyt stocks traded on the NYSE.
They confirmed previous findings of an inverse dgd pattern in spreads and
volume through the day. They also demonstratedsinet intraday effects dominate
day of the week seasonalities in spreads and vaumbile there are virtually no

significant periodicities in the returns data.

Recently, Ozenbagt al. (2002) examined intraday stock return volatilitgrh 2000
for five markets: the NYSE, Nasdaq, the LSE, Eurbrigaris and Deutsche Borse.
They observed a U-shaped intraday volatility pattend returns at the open appear
to have the highest volatility of the day while rady returns have the lowest

volatility. They suggested that the volatility antation is attributable to higher
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spreads, market impact, price discovery and momenitading and were all linked

to market structure.

The empirical literature addressing similar conseusing intraday market data
appropriate particularly in the area of the tradiigurrencies. 1to and Roley (1987)
was the first to investigate the effects of sumrc®@mponents in macroeconomic
announcements both from the US and Japan on thaday movement of the
yen/dollar exchange rate. Some early evidence enctbss-sectional patterns in
intraday foreign exchange data was provided by &iidt al. (1990). Early time-
series applications were built on the ARCH modelEoigle (1982) to model the
dynamics of intraday foreign exchange volatilitysitfy the GARCH model to
specify the heteroskedasticity across intra-daiéykat segments, Engét al. (1990)
explained the causes of volatility clustering itrandaily yen/dollar exchange rate
and alseexamined the impact of news in the New York makethe time path of
per-hour volatility in the Tokyo marketBaillie and Bollerslev (1990) investigated
intraday volatility of exchange rates in the maskasing British pounds, German
marks, Japanese yen and Swiss francs, recorded boualy basis for a six-month
period in 1986 and found a consistent intraday tilitjapattern in exchange rates.
Hourly patterns in volatility were found to be renkably similar across currencies
and appear to be related to the opening and clasinge major world markets.
These researchers found large increases in vbjaditound the open of trading in
London and New York and persistent high volatithyoughout the morning hours in
New York coinciding with the time when regular mess hours overlap in London
and New York. Using a different sample period, Aisée and Bollerslev (1998)
extended Baillie and Bollerslev’s study and foumdikr 24-hour intraday volatility

pattern in the deutsche mark/U.S. dollar exchangeket. Utilizing hourly JPY-USD
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exchange rate returns, DeGennaro and Shrieves ) &8déd a weekend or vacation
indicator variable, as well as the rate of quotéval, to the conditional variance
function. Having controlled for those two potensalurces of seasonals in volatility,
they found an increase in volatility prior to pubinnouncements and a significant
decrease in volatility during and following the hoaf news arrival. Cyreet al.
(2004) replicated the empirical model from Baillied Bollerslev (1990) to identify
the intraday volatility pattern in short-term irget rates and found volatility spikes
at the beginning of the business day in Tokyo, lamdand New York. They
interpreted these results as support for the miogélong and Wang (2000), which
depicts the presence of volatility clusters at bieginning and end of the regular
business day, even in the absence of market clswuigen most traders are not
active during regular non-business hours. Gau (R@R8&mined the volatility in the
Taipei foreign exchange market based on a 4-yagaplgaof 15-minute NTD (New
Taiwan dollar)/USD exchange rates from 1996 throli@89. To identify the pattern
of intraday volatility in NTD/USD exchange rate dgas, the impacts of scheduled
macroeconomic news releases in Taiwan and the BSarsidered. In this study,
the periodic GARCH model and the dummy variablerapph are combined to
capture the more complicated temporal structureghef intraday volatility in the
NTD/USD exchange rate changes. The results sudbaestthe doubly U-shaped
pattern associated with separate morning and afv@rsessions due to a lunch break
can be partly explained by the scheduled news armsooents in the Taipei FX

market.

Because of the limited data in most markets, natural that main intraday studies
are restricted to the US and UK markets only. oent availability of intraday data

in emerging equity markets has also spurred ingastins of intraday regularities in
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diverse institutional settings. Hence, similar pats have also been explored in some
studies on emerging markets, particularly in theiaAsstock exchanges that
encompass two trading sessions during a day. bhstéa U-shaped structure, a
double U-shaped pattern is observed in some ofAdien (Hong Kong, Japanese)
stock markets. This result has been attributedhéofact that the markets have two
daily trading sessions, separated by a lunch biieakhe best of authors’ knowledge,
Mok’s (1989) work is the first intra daily study wh was conducted on Hong Kong
market. Mok (1989) found that seasonal patternmtiraday market price changes
(1986-1988) were unique and independent of theingadS and London markets.
He also found a significant close to close week sizgsonal effect in the pre-crash
period (1987) due to the non trading period of Week day, coupled with an
observation of no intraday variation in returns. &dw Cheung (1991) examined the
distributions of the intraday return data and anedythe existence of both interday
and intraday seasonal pattern in the Hang SengxIifdé&l). They found that
intraday data is not normally distributed and tharket became more volatile after
the stock crash in 1987. Het al. (1993) extended Ho and Cheung’s analysis by
examining the price-volume relationship in the Hdfmng stock market using 15-
minute interval data on returns and trading voluoco®ering the period from January
1988 to June 1989. They also found a surge inrdming volume in the last 15-
minutes of the morning trading session and at titea# the trading day. They also
pointed out a significantly positive relation beemethe trading volume and the
absolute value of returns. A significant causalityns from return to volume
unidirectionally. They concluded that volume does seem to hold any information

relevant to forecasting stock returns.
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Amihud and Mendelson (1991) examined the Japanesket) which also has two
trading sessions. Each session is governed byaheuction for the opening and
followed by a continuous trading session till clo§éey found that the morning
open-to-open volatility is higher than afternoorengio-open volatility, concluding
that this pattern is caused by the preceding larg@ of non-trading rather than the
trading mechanism. It is also consistent with Cané Shin’s (1993) findings in the
Korea Stock Exchange (KSE) that the close-to-chadatility is higher when the
market closes in a continuous trading system thaenwthe market closes in a call
auction system. Chargg al. (1993) analyzed intraday returns and volatilifi@sthe
Tokyo Stock Exchange (TSE), a value-weighted indieghares traded on the TSE.
Similarly rather than a single U-shaped patternrigk and returns observed on US
exchanges, they found a double U-shaped pattenespmnding to the two trading
sessions of the TSE. Consistent to that reportedh® TSE, Cheunegt al. (1994)
also reported a double U-shaped volatility patfeml15-minute intervals using the
HSI for the period April 1986 to December 1990. Tdwuble U-shaped pattern is
reflective of the two daily trading sessions on 8teck Exchange of Hong Kong
(SEHK) during their period of investigation (10:A2:-30 and 14:30-15:30), similar
to that reported for the TSE. Using a slightly Eargample of 40 stocks, 25 of which
trade on the LSE, the authors show that the cistsdl subsample has lower open-
to-open versus close-to-close variance than thelypttong Kong traded subsample.
This evidence is consistent with the asymmetrionmiation hypothesis because
fewer non-trading hours for the cross-listed stooksan that less information is

accumulated by the start of next day’s trading.

Lehmann and Modest (1994) and Hamao and Hasbrdl@85) investigated the

intertemporal behavior of the market microstructore the TSE. Lehmann and
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Modest (1994) analyzed the size of the bid—askaspend its cross-sectional and
intraday stability and reported U-shape intradaitgpas in bid-ask spreads, return
volatility, and trading volume. Hamao and Hasbrou@995) examined the
properties of intraday trades and quotes for imllial stocks on the TSE. They found
evidence consistent with asymmetric informatioreef§ within the limit-order book.
Similar to the findings of Lehmann and Modest (19®4he TSE, Chaet al. (2001)
used the transactions data on thirty three comstitatocks of the HSI in the SEHK
and found that the return volatility and price vy are the largest in the first
trading section in the morning. These volatilitdéso have a spike in the first trading
section after the lunch break. Thus, the returmtidl in these two sections would
be affected by the arrival of information duringethlose of the exchange. On the
other hand, the price volatility is based solelytlom transaction prices during each of
the sections. In contrast to the finding on tradimaume by Lehmann and Modest
(1994) in Japan, they observed that trading volumehe afternoon sections is
greater than that in the morning sections. Theiritad/olume in the afternoon
sections increases towards the end of the traday s that the largest trading

volume occurs in the last section of the day.

Brockman and Chung (1998) examined interday anddaly liquidity patterns in the
SEHK and found that the patterns of the bid-aslkeags also follow a U-shaped
pattern. Brockman and Chung (1999) also investibat¢er-temporal and cross-
sectional depth patterns on the SEHK. Based on sixemillion observations, they
reported an inverted U-shaped pattern that mirleescommonly reported pattern.
Lam and Tong (1999) analyzed the same stock exehand found that open-to-
open volatility is slightly lower than the closedtose volatility. Using one-minute

interval intraday data, they discovered a hump-stlamlatility both in the morning
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and afternoon sessions for the Hong Kong markety H™itributed the result to the
noise traders who tend to cluster when volatilgyhigh. In addition, Ahn and

Cheung (1999) studied intraday market depth, amehdoan inverted U-shape for
Hong Kong market. They attributed the narrow dejgihg larger spread at the open
and close to the limit order traders strategy toidpossible losses from trading with
informed traders when adverse selection problenseasgere. Their results are

consistent with findings in the NYSE by Leeal.(1993).

Examining the 5-minute Nikkei 225 index returns nfiro1994 through 1997,
Andersenet al. (2000) found that intra day volatility exhibitsdmubly U-shaped
pattern associated with the opening and closingthef separate morning and
afternoon trading sessions on the TSE. This hemgliterolatility around the open
and close of the two separate trading sessionbeil $E is broadly consistent with
the predictions from theoretical market microstmuetmodels based on the strategic
interaction of asymmetrically informed agents. Rartore, the availability of high-
frequency data allows for vastly superior and nearhbiased estimation that
characterizes the long-run volatility dynamics. STeupports recent results stressing
the importance of exploiting high-frequency intradasset prices in the study of
long-run volatility properties of asset returns.adget al. (2000) documented that
opening price are more volatile than the closiriggsin Taiwan stock market which
they believe is caused by the lack of continuityiythe overnight period. Since the
extension of trading hours increases price cortynudiigher volatility and higher
transaction costs during the open and the closeldhoe reduced. Fan and Lai
(2006) investigated the effect of the extensiotheftrading hours of the TSE on the
intraday patterns. They suggested that, in botrD2&@d 2001, the volatility was

highest at the beginning of the day, then fallingdgally, but rising again in the last
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two intervals. The reasons for these patternseabéyginning of the day are due to the
information asymmetry and the reason for the entti@intraday pattern is due to the
overnight risk. The opening prices are more vaatiian the closing prices, which

supports the trading halt hypothé8irmulated by Huanagt al. (2000).

Lee et al. (2001) extended the literature by examining thiatienship between
investors' trading behaviors and trading volumanduimtraday periods. The pivotal
contribution of this study was to track the intradieading behavior of informed and
uninformed investors directly using the data of th8E. Both informed and
uninformed investors tend to place more orderso#tt the market opening and the
close. They documented a J-shaped pattern forordaks and a reversed J-shaped
pattern for waiting orders, which demonstrate thigaday pattern of the trading

volume.

The result of Wooekt al. (1985) and Harris (1986) echoed by Ding and Law{20
who used a sample of 200 stocks from the Singaftwek Exchange (SSE) and
found that the presence of a trading halt in theédawy results in two crude U-shaped
return patterns. However, in contrast to Block &teidon (1992), the trading halt
did not cause volume to be unusually high immetliabefore or after the halt.
Trading activity is not high at the beginning oéttlay but rises dramatically towards
the market close. Bid-ask spread and its volajilly the other hand, are high at
market opening but rapidly decline within the fidlsbur with only a marginal
increase at market close. Using 5-minute intradeg df the thirty-two most actively

trading stocks on SSE for the period of six mongi®r to, and after, the

* The trading halt hypothesis asserts that investave a higher propensity to trade at the endef th
day since they may want to adjust their portfolgigen that no trading takes place during the
overnight period. Therefore, the desire to tradeiwigeneral be stronger and relatively more istita

at the open and at the close compared to othestilaeng the trading day. This is called tradingf ha

hypothesis.
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introduction of this new system in August 2000, ¥get al. (2002) investigated the
impact of the changes on volatility and the prigeadvery process and found that the
pre-trading session significantly reduced openitogks market volatility, therefore
helping in the price discovery process and the ldgweent of a more efficient and
transparent market. The opening vitality in the SB&pped by over sixty-percent
after the introduction of the pre-trading routin®verall, although an intraday
volatility pattern does not relate a higher opetlatitity to any driving forces, it does
reveal the price discovery process and the patiethe volatility, which provides

further evidence to support the results found bygisterdaily volatility.

2.2.1 Intraday Studies on Turkish Stock Market

Examining the intra-daily seasonalities of the ktoeturns on the Turkish Stock
Market in the period from 1996 to 1999, Bildik (2Q0found that stock return

volatility follows a W-shaped pattern over the treglday since there are two trading
sessions a day. In addition, volatility was highethe open and follows an L-shape
pattern during the both morning and afternoon sessi Results indicated that
relatively higher closing prices are not corredbgdthe market at the opening of the
next trading day. Relatively higher mean return atadndard deviation at the
openings of trading sessions seem to be significgeinerated by the accumulated
overnight information and the closed market efféetit of trade). Tez6lmez (2000)
examined the intraday return and volatility patseras well as the effect of
information release on these. Yuksel (2002) conpaodume and volatility relation

on the Istanbul Stock Exchange (ISE) before aner dfte Russian Crisis in 1998.
His study provided the first evidence on univariatel joint characteristics of 15-

minute common stock trading volume and returnshenl§E. Both average volume
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and return indicated significant univariate intradeaariations, and there existed a
positive contemporaneous relation between thesmblas. Moreover, there was
weak evidence that in a GARCH setting, volume hadrgact on conditional return
volatility. His findings are similar to those of IBik, but, in this case, for individual
stocks. Finally, Kicukkocaoglu (2003) examined thehavior of the intra-daily
stock returns and day-end stock price manipulaticthe ISE. Studies of intra-daily
returns found that stock prices systematically tiseards the closing minute and the
last trade is more often initiated by a buyersllikely that a trader in the ISE with a
substantial net position in a given day will atténgp enhance his performance by
manipulating the closing price, in other wordssthiader will try to improve his
position by placing the last buy order. In order test for the closing price
manipulation by the traders in the ISE, he usethadard OLS regression model,
which looks for the effects of the size of the gaihders net position in twenty-three
stocks selected from the ISE National-30 index cammgs and found that close-end

price manipulation through big buyers and big sslie possible in the ISE.

2.2.2 Recent Intraday Studies in Emerging Markets

In recent studies, Niarchos and Alexakis (2003)estigated whether there are
certain stock price patterns during the tradingises in the Athens Stock Exchange
(ASE) and if such patterns exist whether it implgegrofitable trading rule. The

econometric tests indicated that there are intrgadterns in the ASE. In all cases,
statistically significant or not, the stock retuielow a U-shape pattern during the
trading session. In an effort to shed additiongthtlion the U-shaped curve, a new
procedure for U-shape testing; Panas (2005) obddheat minimum or maximum

stock prices can occur several times during the @hg objective of his study is to
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use a generalized beta distribution to examinarntiaday behavior of stocks, using
closing stock prices for each one-minute interuaing data from ASE. The results
are consistent with the intraday U-shaped curvesthe time to first maximum (or
minimum) stock prices follows a U-shaped pattenraddition, potential applications
of the generalized beta distribution are discuss®dl exemplified by analyzing the
relationship between herd and U-shaped behaviolsxakis and Balios (2008)
examined the possibility that stock market micnostire characteristics might affect
price formation and volatility in the ASE. They abmded that alterations in the
structure and the duration of the trading sessidmdt affect volatility or increase

informational efficiency.

Chowet al. (2004) analyzed the intraday patterns of tradiolgime and volatility in
relation with the information conveyed by the orflew for the TSE. They found
that both order flow and volatility are high at tbpening and the close, but the

trading volume is high only at the close.

Tian and Guo (2007) investigated the behavior dhltbe interday and intraday
return volatility of the Shanghai Composite Stookdx and found that the open-to-
open return variance is consistently greater thlae tlose-to-close variance.
Examining the volatility of interday returns andrieace ratio tests at five-minute
intervals indicated two L-shaped patterns stantuitty a small hump during both the
morning and the afternoon sessions, with the mgraegssion having a much higher
interday volatility than the afternoon. This L-skedp interday volatility was

supported by the similarly shaped intraday volgtipattern. This result suggested
that the high volatility of intraday returns foretimarket opening is not entirely due

to the trading mechanisms but also due to both d@beumulated overnight
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information and the trading halt effect. The fivéaote breaks after the auction and
blind auction procedures are the two major drivimges which exaggerate the high
intraday volatility observed at the market openihgis result is consistent with the
previous findings on the Hong Kong market (Lam diwhg, 1999; Tang and Lui,

2002).

Sioud et al. (2006) analyzed intradaily and weekly patternghaf bid-ask spread,

trading volume and volatility on the Tunisian Stdekchange, using high-frequency
data on order flow and transactions. The tradingme exhibited U-shaped pattern
over the continuous session for all days of thekw@&ée observed trading volume
pattern may be related to liquidity (halt of trade)investors’ psychological factors.
For the bid-ask spread, the results supported drokethe day effect and a weekend
effect. Intraday spreads are lowest at the markenimg and widen considerably
towards the close. At the market opening, the patef spread and trading volume
were consistent with Admati and Pfleiderer (1988)del which predicts that the

clustering of traders takes place when transaatasis are low. At the end of the
trading day, they observed an increase of spreddrading volume as predicted by
Brock and Kleidon’s (1992) model. Finally, they falithat volatility is highest at the

opening, and decreases thereafter at a constaelf kvd then rises towards the

market close.

2.2.3 Intraday Studies in Futures and Options M&gke

Common to all these studies is the finding thatkeiaopenings and closings have
profound effects on market behavior, reflected égtively higher volatility at both
beginning and ending of the typical trading day.e Témpirical studies on the

intraday patterns observed in stock markets hawn lieced in other financial
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markets, including the futures and options markete availability of intraday price
data has allowed for analysis of market volatilitighin a much shorter time frame
than had previously been permitted. Both stock iadéx futures markets respond
similarly to the same information set; thus the ikimintraday pattern have been
observed in the stock and index futures marketsvaver, it has also been argued
that since the two markets may have different trgdnicrostructures, different
patterns in the intraday return volatilities mail sxist. The empirical results are
consistent with a contagion model, suggested by kimd Wadhwani (1990), which
indicated that the price behavior in one markeaffected by the trading in other
related markets because traders in one market ihfanences from observed price
movements in other markets. Therefore, the relgtiggh return variance at the
opening of the markets is attributed to public avate information, accumulated
during the overnight nontrading period, releasedh® stock and index futures

markets at the same time.

The US and UK provide the primary evidence of paten intraday returns on
futures markets. According to Neal (1988) and Jorefaal. (1988), volume and
volatility were highly correlated in soybean futsir@nd both variables had U-shaped
intraday patterns. Neal (1988) examined the soylemmes market for the period
from 1983 to 1984 and found that U-shaped pattgisied in intraday volume and
price volatility. He suggested that his findingsreveconsistent with Admati and
Pfleiderer (1988), which specified different reans by informed and uninformed
traders to endogenously generated information. Nésbd suggested information
gathering pattern as the most plausible explanatidhe intraday patterns. Increases
in volume and volatility near the opening couldretated to overnight information

gathering, whereas increases at the close couédthleuted to traders’ last chances
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for trading. In the soybean futures market, Jordaral. (1988) also found well-
defined U-shaped patterns in returns, variancedetracount and returns
autocovariance during the period from 1978 to 198#ey found that the returns
variance in the first and last forty-five minuteripe was more than thirty percent
higher than the variance in other periods duriregdhy. They attributed the higher
variance at the open of trading to the market’@oading to information that arrived
overnight. The increase in the variance at theecloas attributed to noise trading by
scalpers and other trades wishing to close out fhasitions before the end of the
day to avoid holding overnight positions. Furthémg autocovarince increased
significantly during the day and was least negaé#ivéhe close. They suggested that
this pattern indicated more noise trading at tlesesl They also showed U-shaped
intraday patterns in the number of recorded trahekin the autocorrelation of non-

zero price changes.

Lauterbach and Manroe (1989) examined transactaia tbr the S&P 500 index
futures for nine months in 1988 and found thatitieeeased returns in the first half
hour of trading at Monday opening were higher tilaose for other days of the
week. This finding was different from that in staglarkets, which show a sharp fall
on Monday mornings. They also found that the stethdaviations of returns showed
a familiar U-shaped pattern similar to that of #$teck markets. Kawalleet al.
(1990) analyzed transaction data for the S&P 50fexnfutures for the fourth
quarters of 1984-1986 and found that the volatitifyfutures price followed a U-
shaped pattern consistently each day. This findwag confirmed by Chaet al.
(1991), who also found that the variances of 5-m@meturns on S&P 500 futures

between 1984 and 1989 followed a U-shaped pattéhineeach day.
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Ekman (1992) attempted to determine whether intrgmdterns existed in S&P 500
index futures for returns, volatility and volumee ldxamined six years of transaction
data (15-minute intervals) from 1983 to 1988. Ewitke indicated that the intraday
patterns in returns were similar to those in theS&Yindex returns, as had been
observed by Harris (1986). The intraday patternss/atatility and volume were

roughly U-shaped, which was consistent with presipwbserved patterns in stock
markets. However, the means of volatility and vaduwere found to decline in the
last half-hour of trading. The slight downturn inet pattern near the close was
partially attributed to a change in informationiat due to the close of the NYSE
fifteen minutes prior the close of S&P 500. He smgigd that these findings were
consistent with information trading explanations iftraday patterns in NYSE data.
Since then, many authors have found similar evidenca host of other futures

markets.

Ma et al. (1992) and Wangt al. (1994) documented U-shaped intraday patterns in
bid-ask spreads on the Chicago Mercantile Exchai@MdE). Ma et al. (1992)
investigated the intraday bid-ask spread for Trga®ond, silver, soy beans, and
corn futures during 1980 and 1986. Their findingdicated U-shaped pattern in the
bid-ask spread during the beginning and endingp®fiading day. They implied that
the larger bid-ask spread at the beginning andoéride trading day is inconsistent
with higher trading volume, which should reduce $ipeead rather than increase it.
They provided the explanations of higher levelstrafling noise and information
uncertainty during the analyzed period. Furtherm@fanget al. (1994) investigated
the intraday relationship of bid-ask spread andepviolatility on the S&P 500 index
futures and found a U-shaped spread pattern for S&® index futures. Daigler

(1997) examined and reported similar results ferlibhavior of the S&P 500, MMI,
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and T-bond futures contracts by employing 15-mirartd 5-minute time intervals.
The confirmation of the U-shape curve for futurestcadicts the recent findings of
Ederington and Lee (1993) and Fergusotml. (1998), who did not demonstrate the
U-shape pattern. These results illustrated thatlipubformation does increase
volatility and trading activity. This increased ablity and activity at the opening
was consistent with Admati and Pfleiderer's asynmimenformation model. The U-
shape pattern also provided evidence to supponnindet closure theory of Brock

and Kleidon.

Kawaller et al. (1994) documented mid-day volatility spikes in &iwllar and
deutsche mark futures markets in the US, suggeshisg phenomenon may be
related to the close of trading in London. Webb 8ndth (1994) provided evidence
of mid-day deviation in volatility in Eurodollar fures markets that are similar to
those documented in Kawallet al. (1994), but which are not coincident with
London’s market close. For Webb and Smith, howetwse two mid-day volatility
spikes were substantially less dramatic than tleosarring at the opening and close,
and their timing did not coincide precisely withetltlose of Eurodollar futures
trading in London. However, Ederington and Lee @)38d not find any pattern for
Eurodollar, Deutschemark, and Treasury bond futuibeskinget al. (1999) applied
the methodology of Kawalleet al. (1994) in order to explore the existence and
robustness of possible mid-day spikes in intradagtility patterns in Eurodollar and
deutsche mark futures markets, over an extendegblsaperiod covering nearly
seven years from September 1988 through June F&&hilts over this entire period
confirmed the volatility patterns documented in i@rand Lee (1995), while also
lending support to the existence of mid-day vatgtispikes as documented in

Kawaller et al. (1994). For Eurodollar futures volatility, theseidrday spikes
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corroborated the results documented in Kawadteal. (1994) and Webb and Smith
(1994), whereas the deutsche mark futures volatifisults were more similar to the
mid-day hump in volatility appearing in Crain anéd_(1995), than the dramatic

spike in Kawalleret al.(1994).

An extensive survey of the literature on intradag antraweek seasonalities in stock
market indices and futures market contracts u@&9was given in Yadav and Pope
(1992). In the UK, Yadav and Pope (1992) found HIESE-100 Index futures
contract traded on London International FinanciatuFes and Options Exchange
(LIFFE) tended to experience systematic price rth@sng the first hour of trading
and overnight when the market was closed. For én®g 1986-1990, Beckest al.
(1995) analyzed the intra-day shape of price Mdhatfor the Long Gilt, Short
Sterling, and other contracts at LIFFE and fourghificant deviations from the
familiar U-shape observed in equity markets, witite volatility spiking around

releases of UK and US macroeconomic announcements.

Contemporaneous volume effects were very significarthe futures equation in
Gannon (1994). Modeling the contemporaneous voleffects within a trivariate

structural simultaneous system framework was fiepiorted for testing 15-minute
volatility transmissions from the Australian indKures to stock market in Gannon
(1994). This structure demonstrated similar U-sbapatterns in intraday index
futures volatility and volume of trade. Howevere thl-shaped intraday 15-minute
Australian index futures volatility effects weretrfolly accounted for by volume

effects, particularly the post lunchtime marketmipg effect.

Fransest al. (1997) analyzed the volatility transmission anladay patterns of the

Bund futures contract which is traded simultanepus the LIFFE and at the
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Deutsche Termin-Borse. They found the presenceldfshape pattern on volatility
at both exchanges, using the procedure of Lockwamdl Linn (1990); decreases
from the opening until early afternoon and increahereafter. Bucklet al. (1998)
investigated the intraday pattern of returns, viikat volume and price reversals
using data on both the Short Sterling interest fatigres and FTSE-100 stock index
futures contract, which are traded on the LIFFB-atinute intervals for the period
November 1992 to October 1993. For both contrdlesU-shape pattern was found
for intraday trading volume and volatility, but e variables were higher at the
opening than the close. The finding of low revessdlthe opening suggested that the
high volatility and volume found at this time isethesult of information trading, thus
supporting the model of Admati and Pfleiderer (1988wever, the higher volume
and volatility at the close is associated with higkiersals and therefore cannot be
explained by information trading. One possible arption for the high volume and
volatility at the close for futures markets is #vdstence of scalperfswho trade to
close out their positions before the market cloBeslic information in the form of
UK macro-economic announcements was found to augwnodiime and volatility for
both Short Sterling and FTSE-100 index contractsvéler, for US announcements,
volatility increases whereas volume decreases. fidsslt challenged with Admati
and Pfleiderer (1988) who predicted that volume woldtility will move together
when there is information trading. Similar resudt®e reported by Gwilynet al.
(1999) for the intraday behavior of five-minute FE-$00, Short Sterling and Long
Gilt LIFFE futures returns volatility and for the@kime Long Gilt contract over the
same period. The intraday patterns identified aklabU-shaped pattern for both

volatility and volume in each series. Additionalgpikes in the volatility pattern of

!> The scalper is an individual who makes tradinghi@ equities or options and futures market by
holding a position for a very short period of tingjng to "scalp" a small profit from each tradg b
exploiting the bid-ask spread.
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each series are attributable to the release of KWS macroeconomic news, with
similar but more muted spikes for volume patterAbhyankar et al. (1999)
examined the intraday patterns in returns, votgtilirading volume and bid-ask
spreads for the FTSE-100 futures contract for #meod January 1991 to June 1993.
They found that while both volume and volatilityhext U-shaped patterns over the
day, movements in the spread tend to follow theosjte pattern. In sharp contrast to
the behavior reported in a number of studies offi@res markets, they found high
spreads at the open, with a further mild rise tolwanid-day, falling thereafter with
a particularly sharply drop immediately before nedrklose. As far as consistency
with microstructure models is concerned, their Iitssare more supportive of the
Brock and Kleidon model than the Admati and Pfletdenodel. Indeed, the general
conclusion to emerge from studies examining intyaoatterns within a variety of
US and UK securities markets are of U-shape pattéon mean returns, volatility

and volume.

Unlike the U-shaped patterns in trading volume doeated across various overseas
stock markets, Stephan and Whaley (1990) reportdistanctly different intraday
pattern for call options traded on the CBOE. Theynd that the options market
started at a lower trading level and gradually eased to a higher level of activity
about 45 minutes after a market opening and thahnéel during the mid-day and
finally trading volume increased before the clog¢he underlying market. This was
followed by a sharp fall during the close of opsomading. Aggarwal and Gruca
(1993) found that intraday evidence on options ddadn the CBOE was largely
consistent with both the strategic trading models the market closure models. On
the CBOE, the rate of option trading rapidly inGeé in the 10 minutes following

the end of trading in the underlying market, b@ntliecreased in the last 5 minutes.
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Sheikh and Ronn (1994) analyzed intraday variationslatility for CBOE options
across the trading day. They found that the vagaofccall and put options returns
exhibited a familiar U-shaped pattern found in thederlying market across the
trading day. Consistent with Stephan and Whale@(@),.9Easleyet al. (1998) also
reported a trading peak 45 minutes from market imggeior both call and put options
traded on the CBOE. Despite these findings, tradiolgme peaking after market
opening have been documented earlier in the tradang Mayhewet al. (1995)
indicated that trading frequency peaked after tre# 80 minutes of trading, whilst
Chanet al.(1995) reported that trading volume peaked as early minutes after the
market opens on the CBOE. The later peaks in tgadiiume in the options market
were attributed to a number of differences. Fusijke underlying stock market of
the NYSE, the CBOE does not use a sequential paliog procedure. Second, the
competitive dealer structure of the CBOE necesstataders waiting for the best
dealer’s quotes to arrive, unlike the NYSE, wheagleérs are provided with only one
best quote from the specialist. Chetral. (1995) also found that the trading volume
of call options decreased in the last 10 minutethh@tCBOE when the underlying
market is closed, and the trading volume of putiomst increased in the last 10
minutes. A plausible explanation for this resulthat risk averse investors holding
long positions in the underlying market will hedgesir overnight exposure by
buying put options. In addition, Peterson (1990)nid a similar pattern in the
volatility on the returns for futures and optionsnkets respectively. He examined
whether intraday and day of the week effects erisiptions listed on the CBOE for
1983 through 1985. While stock and call optionsinetpatterns have relatively low
weekend returns and high returns late in the tgpdiay, put options have higher

weekend returns compared to those in the tradigg da
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The observed intraday patterns in trading volumehenCBOE are not only unique
to this exchange. Berkman (1993) found a similatepa for equity call options

traded on the European Options Exchange. He iratictat option trading volume
was low for the opening half-hour. Thereafter, éaked for the next two hours of
trading and then decreased before increasing igheihlevel for the last two hours
of trading, although less pronounced than durindyetaading. Niemeyer (1994)

reported a comparable hump-shaped intraday pattérare options traded on the
Stockholm Options and Forwards Exchange took apmprabely 20 to 30 minutes to

reach a peak following the market open.

More recently, Shiyurt al. (1999) employed a Markov chain methodology to gtud
the intraday behavior of the Nikkei index futuresnmh January 1993 to December
1994 and found that under the U-shaped tradingematthe market is more active
and the volatilities are higher in the opening atusing hour than those in the other
trading hours. Therefore, high volatilities shoudd more frequently followed by

high volatilities at the opening and closing pesdtan those at the other trading
periods. However, unlike the results of most of thker intraday bid-ask spread
research, their result of intraday bid-ask spreattepn does not show the well-
known U-shaped pattern. Copeland and Jones (200@2nded the research on
intraday patterns in the returns, volatility andde volume of the Korean stock
market index and index futures market during 196d@ 2998. Similar patterns to

those found previously in the heavily investigai®@stern markets are observed,
despite the differing microstructures, institutibni@amework and time zones

between East and West. Both volume and volatiligrevfound to be consistently
higher at the start of the trading day during thisix presumably due to a rapid

reaction to overnight news.
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Bellalah and Derhy (2005) investigated the effeatsopening and closing on

transactions demand, volume, volatility and theds# spreads of options prices and
their underlying assets on the Paris Stock ExchaRgey indicated that transactions
demand at open and close in options markets andnitherlying assets markets were
greater than at other times of the day. The stadgaled that periodic market closure
leads to periodic changes in the demand for traiosaservices and indicated the

presence of an increased demand and less elastsattions around closure.

Only a limited amount of work has been conductedran effects of the extended
trading of the index futures market on the undadytash market. Among the extant
studies in the latter line of research, Chastgal. (1995) conducted a pioneer
empirical investigation on price volatility arounide last 15 minutes of trading in
S&P 500 index futures contracts after the closihthe NYSE. They employed two
theoretical models to develop predictions on thiea®r of futures markets when
the underlying market closes. The contagion modevelbped by King and
Wadhwani (1990) implies that traders in one madkatv information from observed
price movements in another; hence price movemantsne market affect price
behavior in other related markets. The model ptedicdecline in futures market
volatility when the underlying market closes. Thmtgic trading models developed
by Admati and Pfleiderer (1988) and Foster and ¥Yisathan (1990) imply that
informed traders seek to transact during periodsniltguidity (uninformed) traders
trade in order to minimize execution costs, suckivhen a market opens or closes.
Consistent with these models, Chagtgal. (1995) revealed that price volatility in
S&P 500 index futures was substantially reduced échiately after the underlying
market closes, and subsequently increased in thsng minutes of trading. The

theories relied on by Charg al.(1995) implied that a similar mini U-shaped pattern
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in price volatility is expected at the close, adlvas the opening of trading on the
Hong Kong Futures Exchange (HKFE) following the iy in trading hours.

However, no such pattern was expected prior tocttenge in trading hours. This
provided a natural control for testing the impaticash market closure on futures

price volatility.

On November 20, 1998, the HKFE extended the tratliogrs of its HSI futures
contracts to commence trading 15 minutes prioh&dpening, and continue for 15
minutes after the close of the underlying markie¢, SEHK. The change in HKFE
trading hours also provides an opportunity to exemirading behavior in stock
index futures contracts when the underlying madgns. Following Changt al.
(1995), several studies were conducted on the H®rds contracts traded on the

HKFE.

Ho and Lee (1998) analyzed the trading pattermefindex futures market in Hong
Kong, which continues to trade for 5-15 minuteemafhe close of the SEHK during
April 1993 to March 1997. The behavior of the indatures market in Hong Kong

was consistent with the contagion model of King aiddhwani (1990) in that the
close of the SEHK leads to an immediate downturrthm return, volatility, and

turnover in the index futures market. However, tostagion effect was short-lived
as the own market closure effect of the index egumarket itself leads to a rise in
the return, volatility, and turnover when the closé the futures market is

approaching. Thus, after the SEHK close, theirstoohfirmed the existence of a
mini U-shaped trading pattern in volatility andumet in the HSIF market during the

sample period, which was similar to the findingsGifanget al. (1995). The long
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period of nontrading before morning session alsddeo a higher morning volatility

and turnover.

Fergusoret al.” (1998) study indicated that an extension in trgdiours can provide
powerful evidence for testing the alternative hyyesies. The early opening reduces
the closure period, which increases the abilityraole and decreases nontrading risk
and accumulates overnight information. Consequemily market closure models
predict that the relative opening volume shouldlidecafter the extension. These
models further predict that the shortened clos@m®od should reduce the opening
return variability because accumulated overnighbrmation would no longer
include information between 9:30 a.m. and 10:00 &+tong and Wang 2000). Thus,
the market closure models predict that the relatbpening volume and return
variability would decline after the extension. Cheand Cheng (2000) evaluated
whether the longer trading hours of the HSIF mavketld lead to a change in the
volatility in the cash and futures markets. Theyaramed the mean difference
between the volatility of the HSIF and HSI beforel after the extension of trading
hours. They indicated that there is a reductionvamatility as well as in the
correlation between the volatilities in the fir& thinutes of trading for both markets
after the change. Fong and Frino (2001) examinedirtipact of the extension of
trading hours in HSI futures traded on the HKFErabve period October 1998 to
January 1999 and provided evidence of a declindutares market volatility
following the close of the cash market and increasehe close of trade using
transaction price based measures of volatilitytfer HKFE. This provided strong
evidence that the intraday pattern in volatilityceused by market closure. Evidence
of an elevation in price volatility at the opentcdde and increase in price volatility

following the opening of the cash market was alsavigled. Consistent with Chang
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et al. (1995), it was concluded that the change in figtunarket volatility in response

to spot market opening and closure was also infleérby contagion effects.

Tang and Lui (2002) examined the volatility in Hokgng using both interday and
intraday returns at different times of the day amhlyzed the wait-to-trade
hypothesis using 24-hour interday returns and lfsudteiintraday returns on HSI and
HSIF. Empirical results indicated that the openiagopening interday variance of
HSI was higher than the close to close interdayamae on all weekdays except
Monday, which was consistent with the results ofildud and Mendelson (1987)
and Stoll and Whaley (1990) on the US market. F8iF the opening to opening
interday variance was higher than the close toecioterday variance on Thursday,
and Friday was similar to the results of Choi aranL(1998) on HSIF. Moreover,
the interday variance of both HSI and HSIF was loatethe open and higher at the
close on Monday. The consistent results of low operrelation but large open
variance on all five weekdays suggested that thgelapen volatility is mainly
caused by noise unrelated to information, suppgpridmati and Pfleiderer's (1988)
model. This also indicated an explanation on theively much larger open intraday
variance in the cash market. The large open vityakiit low open correlation in the
cash and futures markets was the result of thengaattivities of both random and

discretionary liquidity traders.

In a more recent study, Chan (2005) made a cotiwibtio the existing literature by
formulating and testing the public and private miation and noise trading
hypotheses for the extended trading hour of HSurag market. The empirical
results demonstrated increases in trading volureduations in the volatility of

futures returns, and insignificant changes in pgaerrors occur during the extended
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15-minutes opening session. These findings wersistamt with the hypothesis that
increased private information-based tradings inftheres market occur before the
opening of the underlying cash market. Howeversigmificant changes in trading

behavior were found for the last 15-minutes closiegsion during the post-extension

period.

Changet al. (2006) investigated the intraday patterns of trgdiolume, volatility,
and spreads and day-of-the-week variations forkstodex options traded on the
Taiwan Futures Exchange (TAIFEX). They found thrading volume of TAIFEX
options display a U-shaped pattern. While the vdlatat the market opening is
extremely volatile, the volatility quickly leveldfdor much of the rest of the trading.
The bid-ask spreads pattern for TAIFEX options agjnately follows a U-shaped

pattern with a small hump immediately after 13:001s.

51



CHAPTER 3

BACKGROUND INFORMATION ABOUT DERIVATIVES MARKET

3.1. General Trendsin Derivatives Trading

Recent years, there has been an increase in thefuderivatives in the asset
management industry. As of the end of 2008, 17l®biderivative contracts were
traded on exchanges worldwide, which consist of#l®n futures and 9.3 billion

option contracts, shown in Table 1.

Table 1: Global Listed Exchange-Traded Derivatives Volume bisveen 2007 and 2008

Global Listed Derivatives Volume

Jan-Dec 2008 Jan-Dec 2007 % Change
Futures 8,317,699,090 7,217,729,477 15.2%
Options 9,361,078,147 8,308,902,627 12.7%
Total Volume 17,678,777,203 15,526,632,104 13.7%

Note: Based on the number of futures and optiomettrand/or cleared by 69 exchanges worldwide.
Source: Futures Industry, 2008

Derivatives trading volume increased 7.8 times grelv even more rapidly than
cash markets volumes during times when equity nisriere bullish, especially

between 2003 and 2007. As indicated in Table 2, Highest growth rate was
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observed for equity derivatives in which tradinglwoe increased 13.5 times
between 1998 and 2008, by which time they accoufie®9% of the derivatives

trading volume, against 40% in 1998 (WFE, 2009).

Table 2 The Growth of Derivatives Trading from 1998 to 2008

Contribution of existing and new exchanges to thergwth of derivatives trading
(millions of contracts traded)

Equity | Equity Index Index LTIR LTIR

options | futures| options futures options | futures
(1) Volume in 1998 623 - 196 172 75 421
(2) Add. trading 2008/1998: (3) + (4) - (5) 3745 089 3881 2114 96 900
(3) Of which ex. already present in 1998 2541 - 613 1819 108 884
(4) Of which new exchanges 1204 1059 268 295 0 20
(5) Of which ex. that exit the market - - - - 12 4
(6) Volume in 2008: (1) + (2) 4 368 1059 4077 852 171 1322

Number of exchanges active in that market

Number of exchanges in 1998 26 0 47 44 18 29
Number of exchanges in 2008 27 19 30 30 7 16

Source: World Federation of Exchange, (WFE), Ma@20

Most of the larger emerging markets that have beereasing the trading volume in
recent years kept growing in 2008. Exchanges im&Hhindia, Russia, South Africa,

and even Turkey experienced huge increases imgaailume.

3.2. Institutional Detailsof Trading in TurkDEX

Until recently and prior to the creation of the tingional framework for the
operation of the organized derivatives in Turkegnsaction volume on derivatives
was limited to financial institutions and companiéthough the commencement of
a futures market in Turkey had been planned muadtieea macroeconomic
instability, high inflation, and high and volatilaterest rates prevented it. From 2002

to 2005, Turkey experienced a remarkable economoeviy performance and a
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sharp reduction in the inflation rate Together with other factors improved
macroeconomic policies have played a significante rin the outstanding
macroeconomic performance over the 2002-2005 pribdese improvements in
the economy and the growth of the Turkish capitatkat in general between 2002
and 2005 made a significant contribution to the eflgyment of the organized
derivatives market in Turkey. While the first gdldures contracts were introduced
by Gold Exchange in 1995, the currency futuresreaté were introduced by ISE in
2001. However, these futures trading ended in a \&ort time because of
insufficient infrastructure. Later, TurkDEX, thedi organized derivatives exchange
in Turkey, was established in 2003 and formal trgdn futures contracts started on
February 4, 2005. Aiming to accelerate the growtthe Turkish financial industry
as a whole, TurkDEX created a new link between etaparticipants and the
financial markets. Like other emerging derivativesrkets, the development of
Turkish derivatives market stemmed from the needélf-insure against volatile
capital flows and manage financial risk associatéti the high volatility of asset
prices. With the establishment of the TurkDEX irt@clance with Capital Market
Law 2499, a variety of standardized products basé&nancial and commodity
instruments were offered for the purpose of coatiity to the efficiency of the
capital market. Since first futures contracts stato trade in 2005, the TurkDEX has
developed to become the trading centre of emergmgty index futures markets.
The Futures Industry Association (FIA) publicatisimort-listed TurkDEX as one of

the fastest developing exchanges in the derivathasstry.

'8 During the 2002-2005 periods, real GDP grew vepjidly at an annual average of 7.5%. On the
other hand, the inflation rate (percentage chamg&NP deflator), which is a rough indicator of
macroeconomic instability (see Fischer, 1993) drsmd from 55.3% 2001 to 5.3% in 2005.

" Factors such as the virtuous cycle of structuedbrms, relatively stable political and external
environment, the prudent monetary policies, andrawpd perspective for EU accession have also
contributed to the favorable performance.
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The TurkDEX, a self-governing joint stock corpooatj was formed and authorized
by the Turkish Capital Markets Board to launch firet and only derivatives
exchange in Turkey. The company has 11 shareholdeds the structure of
shareholders is shown in Table 3. It currently Basmembers, 74 of which are

brokerage firms and 17 are banks, and all memlvertha direct clearing members.

Table 3: Shareholders Structure of TurkDEX

Shareholder Percentage
The Union of Chambers and Commodity Exchanges ofélyurk 25%
Istanbul Stock Exchange 18%
Izmir Mercantile Exchange 17%
Yapi ve Kredi Bankas! A. 6%
Akbank T.AS. 6%
Vakif Investment Securities 6%
Turkiye Garanti Bankasi A. 6%
Is Investment Securities 6%
The Association of Capital Market Intermediary Ihgidbns of Turkey 6%
ISE Settlement and Custody Bank 3%
Industrial Development Bank of Turkey 1%

Source: TurkDEX

There is a considerable interest in the potentietass of this new market because of
its role in price discovery and risk managementspeats for the Turkish capital
markets. The TurkDEX aims to develop and providercial instruments to help
individuals and institutions to manage their rigd$ectively against abrupt price
swings in volatile business environment. These nsknagement tools traded in
TurkDEX are currency (Euro and US Dollars), intenege (Turkish Government

Bonds for 91 and 365 days, benchmark bonds), stuéx (ISE-30 and ISE-100
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Indices) and commodity (gold, cotton and wheaturfeitcontracts. TurkDEX is
dedicated to expanding the trading volume and rarfiges products by introducing

single stock futures and options in the future.

TurkDEX is a fully electronic exchange with remaecess. Orders are executed
through an automated trading system, known as tlkDEX Exchange Operations
System (TEOS), which is a computerized trading esystThis system uses the
continuous auction method during normal sessionsthis method, trades are
executed based on the prices that form as a m@&suoiatching the orders conveyed to
the TEOS in accordance with price and time prioriyes as prescribed in the
Exchange Directive. There are three types of ortleas traders can make on the
TurkDEX: limit orders, market orders and on closdens. A limit buy (sell) order
specifies the maximum (minimum) price which thedstor will accept. However, a
market order does not specify a price; it is exeduat the best possible price
available. The buy order is executed at the lowektorder, the sell order is executed
at the highest buy order. Finally, on close ordeam order to buy (sell) a stated
amount of contracts at the settlement price detexthat the end of the dalhe use
of technology innovation permits an increase inkeareliability, providing liquidity
and efficiency, and attracting more domestic anrimational investors. System
infrastructure provides an online real-time conivectwith ISE Settlement and
Custody Bank and makes it possible to monitor mlecs, transactions, margins and
positions on account basis and automatically matchey and sell orders in

accordance with price and time priority basis.

Unlike continuous trading throughout the day, agshe US and UK markets, the

Turkish futures market had two trading sessiong, imorning session and the
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afternoon session until October 2009. The futuresket initially operated in two-
hour sessions during the day; the morning sesgpenexd at 10:00 a.m. and closed at
12:00 p.m., whereas the afternoon session open&8.@d p.m. and closed at 15:00
p.m. with a one-hour lunch break between 12:00 @mnd 13:00 p.m.. On 30th
December 2005, the opening hours were extended thaththe morning session
starts at 09:15 a.m. and the afternoon session @&nd6:00 p.m.. On 20th March
2006 the closing time for the afternoon session fueber extended to 16:40 p.m..
After September 7, 2007, the trading hours of e skssion were extended to begin
at 9:30 a.m. and close at 17:10 p.m.. Howevertrdaing hours of TurkDEX were
also changed in 2009. The lunch break was liftedithere has been a single session

since October 2009, held between 9:15 a.m. ancbl¥18..

Figure 1 indicates the yearly transaction voluméhaen TurkDEX. It can be observed
that there is a high interest in futures tradingieited by a stable uptrend pattern.
The total trading volume was almost TL 3 billiontla¢ end of 2005 and witnessed a
tremendous increase over the following years, riegchL 334 billion at the end of
2009. This accelerated growth in the volume ofitrgdn futures contracts has also
attracted the foreign investors, whose participaticreased from 13% in 2005 to
23% in 2008. The number of contracts traded inTimkDEX grew from 1.8 million
in 2005 to 79.4 million in 2009. According to thet&res Industry Association, the
TurkDEX has become the twentieth largest derivatinearket in terms of trading
volume in the world. Also, the trading performarafederivative instruments has
increased, such that the currency futures contracts the ISE-30 index futures
contacts became the ninth and fourteenth mostyhigatded contracts in the world

respectively by the end of 2008.
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Figure 1: Yearly Transaction Volume in TurkDEX
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While the trading volume was remarkably high foe tturrency futures in the first
years of operations, trading mostly started slgftowards the ISE-30 index futures
in 2006 and after. Table 4 shows the open intereshber of contracts and trading
volume statistics in TurkDEX contracts by the erid2005 and 2009. The trading
volume and number of contracts indicate a consideracrease by the end of 2009
when compared with the end of 2005 statistics. Bseoved from Table 4, the most
popular derivative contract of TurkDEX in 2005 wasrency futures (90% of the
open interest and 76% of the trading volume), fedd by the stock index futures
with a share of 22.5% trading volume. However, fhiure is reversed in the first
half of the year 2006 and the stock index futurestracts began to dominate the
market with a share of 90.5% trading volume comgaxe the currency futures
(9.4%). At the end of 2008 and throughout 2009, dteek index futures contracts

became the market leading instrument in the Turkisthex futures markets,
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Table 4 Trading Volume, Number of Contracts and Open Interest of the TurkDEX Contracts

Type of Product

Trading Volume (TL)

2005
# of contracts | Open Interest | Trading Volume (TL)

2009
# of contracts \ Open Interest

Stock Index Futures
Currency Futures
Interest Rate Futures

Commodity Futures

Total

658,743,565
2,240,018,049
19,945,793
771,525

2,919,478,932*

164,931 164,931 310,940,738,030

1,603,797 134,063 22,633,451,061

2,814 200 4,805,099

396 5,890 593,863,892
1,771,308* 140,159 334,172,888

65,399,748 141,241
13,912,680 47,154

564 0
118,351 581
79,431,343 188,976

* Data do not include open positions.

Source: TurkDEX

Figure 2: Trading lae Per Asset Class in 2009 (TL)
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with a market share of 90.51 % and 93.05 % resgeygtishown in Figure 2. The
most popular stock index futures contract in thekDEX is the futures contract on
ISE-30 index, where the underlying asset is the38Endex. However, trading in

interest rate futures and commodity futures istnetéy low.

3.2.1 ISE-30 Index Futures Contract

ISE-30 index futures contract is the most activelyded and liquid derivative
instrument in the TurkDEX. This contract is of peutar importance to investors
given that the underlying security represents tioeksindex for the ISE-30. It is
based on thirty actively traded, large capitalmattommon stocks listed on the ISE.
The contracts are cash settled, in the sense hibkatlifference between the traded
price of the contract and the closing price ofidlevant index is settled between the
counter-parties in cash on the expiration day efdbntract. Daily settlement is made
at the closing of each trading session by takimgwkighted average price of all the
transactions performed within the last 10 minutefote the closing of the trading
session. The contract is cash-settled upon expiratn which the last settlement
price is calculated by an arithmetic average ofrdfidomly selected ISE-30 index
spot values executed at the ISE within the lastnifiutes of trading in the futures
market. Daily price movement limit is + 15% of thstablished Base Price for each

contract with a different maturity.

The contracts are traded in index points, whilevlleie of the contracts is calculated
by dividing the index value by 1,000 and multiplyithe quotient by TL 100. The
tick size of the ISE-30 futures is 0.025 pointgjieglent to TL 2.5. At any point in

time, there are six index futures contracts listedbruary, April, June, August,
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October and December, corresponding to the assdogdpiration months; contracts

with three different expiry months nearest to therent month shall be traded

concurrently. If December is not one of those thmamths, an extra contract with an

expiration month of December shall be launched. [Aketrading day is the last day

on which the contract may be traded on the exchafgkle 5 displays the main

specifications of the ISE-30 index futures contract

Table 5. Specifications of the ISE-30 Index Futures Contract

Main Features of ISE-30 Index Futures Contract

Underlying asset

Contracts size
Contract Months
Quote Unit

Last trading day
Tick value

Minimum tick

Initial Margin
Maintenance Margin

Daily Price limit
Settlement method

ISE-30

Value calculated based on the stock prices of ¢inepanies included
in ISE National-30 stock price index by using thdéx’s calculation
method

Value calculated by dividing the index value bydD@&nd
multiplying the quotient by TL 100

February, April, June, August, October and December
Index points

Last business day of each contract month

TL25

0.025

TL 700

75% of the initial margin

+ 15% of the established Base Price for each conivigh a different
contract month

Cash Settlement

Source: TurkDEX

As of September 2005, trading volume of ISE-30 xfilgures contract was TL 563

million, accounting for 19.31% of the total marketue of the TurkDEX. However,

by the end of year 2006, ISE-30 index futures sthtd dominate the market and the

market value of ISE-30 index futures contract bezani 10.4 billion, which

represents 60% of the total market value of thekiShrderivatives market. This
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contract continued to show impressive growth inrge®07, 2008 and 2009 and the
trading volume of ISE-30 index futures contractcressd TL 310 billion representing

93.03% of the total market value of Turkish derives market in 2009.
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CHAPTER 4

METHODOLOGY

Building models for high-frequency intraday futureata is certainly more
complicated than working with low frequency datacdugse it is well known that
high-frequency data is contaminated by market rsicugture noise. This study is
designed to examine the intraday return volatpitgycess with the use of Generalized
Autoregressive Conditional Heteroscedasticity (GARGnodels and its various
extensions as well as highlighting the impact & ttading volume on the volatility
patterns in a very high-frequency setting. Befoakirtg the step of applying
conditional volatility models to high-frequency trseries, it should be checked if
such a procedure is appropriate. Thus, the maiis tbst are conducted include
Engle’s ARCH-LM test and Ljung—Box Portmanteaudesihe former tests whether
the data is heteroskedastic, while the latter tedisther volatility clustering is
present. After these pre-estimation analyses, Hait& ARCH models are used to
empirically evaluate the dynamic intraday volafilinder different distributions
assumptions. In a similar fashion, the results fr@nconditional volatility

specification should be checked to test whethentbdel is well specified.
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4.1 Unit Root Test for Stationary Check

In the past, the economic and finance literatuie dxgerienced an explosion of unit
root tests for stationarity of time series datasithe choice of methodology analysis
and modeling series depend on their order of iatemr. For robustness, two
different unit root tests, Augmented Dickey-Ful{f&DF) (Dickey and Fuller, 1981)
and the Kwiatkowski, Phillips, Schmidt and Shin % (Kwiatoskiet al., 1992),
are employed to test the order of integration fhevariable. Both tests are applied
to determine the stationarity of each time seriésed on a regression with constant
and time trend. They are sensitive towards thddagth included in the regression
equation. Hence, for ADF test, the lag length Isced by using Akaike Information
Criterion (AIC) while, for KPSS test, the lag lehgs selected according to Schwert
(1989). The null hypothesis of the ADF test claittngt the series contain a unit root
against the alternative hypothesis of stationarigjlavthe null hypothesis of the
KPSS test claims that the series is stationarynagée alternative hypothesis of the
existence of a unit root. If the unit root hypotises rejected and the stationarity

hypothesis is failed to be rejected, the seri@sstationary process.

The existence of unit root is initially tested upiADF test through the following

equation;

k
AR,t:a+:8T+¢R—11+zyjAR—jt+qt, (1)
j=1
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where R, =In(R, / P) 8 a is the constant ternT, is the time trend, ang, ¢, Y,

are parameters to be estimated &n& the number of lags. Because the lag lengths
can differ across equations, separate lag length should be performed. Moreover,

the deterministic time trend might be excluded fritma Equation (1). The null and
alternative hypothesis for the existence of unibtran series areH,: =0,
H,:@<0. When the level stationarity of the series is wdrb test,5 has to equal
zero; if pure stationarity is the interest, and S both should equal to zero. The

lagged difference terms are included in the spmatifin to control for serial

correlation. If theg coefficient from Equation (1) is significantly tefent from

zero, then the series is a stationary process.

The KPSS test is also used to determine whethe¥ssare stationary or integrated.
Since ADF test is known to lose power as the ldgrials increase, KPSS test has
been found to robust for different nonstationarggesses (Lee and Schmidt, 1996).
The maximum lag order for the test is calculatedubyng an automatic bandwidth
selection routine. As with the ADF test, there twe cases to distinguish between,
whether to estimate with and without a linear timend. The KPSS stationarity test

is based on the following regression model,
t
R =a+fT+y) x+¢g, 2)
j=1

wherel and T are deterministic component{;giyt} ~ iid N(O,Jﬁ) and g, is a

stationary error. To test the null hypothesis tihat series are trend stationary, only

18 th is the intraday return on dayn intervali, and R,t represents the intraday closing price on day

tinintervali and F?_n is the closing price of the preceding intervaldayt.
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y is equal to zero in the regression. In the cadesting level stationarys =y =0
in Equation (2). Finallyg = =y =0, if pure stationarity of the series is intended to

test.

The KPSS test complements the ADF test. The coacexgarding the power of
either test can be addressed by comparing thefismmie of statistics from both

tests. The test statistic is as follows:

KPSS=-=L = 12 3)

where ¢, is the residual termg? is a consistent long run variance ahdepresents

the sample size. If the calculated value of KPSkarige, the null of stationarity for

the KPSS test is rejected.

4.2 The Goodness of Fit of the GARCH Modd

It is recorded that financial time series displaenoscedastic behavior. Thus, it is
necessary to perform a test of autocorrelationahditmnal variance of
heteroscedasticity. In general, there are two nusthoamely the ARCH-LM test

(Lagrange Multiplier Test) and the Ljung—Box Portitesu test Q -statistic) used in

testing whether ARCH/GARCH is appropriate for usethe analysis, &) -statistic

of the standardized residuals, t@é-statistic of squares of residuals, and the ARCH-

LM test are used to confirm the goodness of fithef models.

First, if the Q-statistic of the correlogram of residuals and Q@estatistic of the

correlogram of residuals squared are not auto@ie®) that is, if the null hypothesis
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cannot be rejected, there is no autocorrelatiorcefin the residuals/residuals
squared items. Second, if in the meantime, accgrtinthe ARCH-LM test, the
residuals have no ARCH situation, that is, if thll hypothesis cannot be rejected,
no ARCH effect exists in the squared residuals. WVite conditions fit, it implies
that the estimated model can be accepted; otherttiseestimated results of the
fitted model cannot be accepted. The ARCH-LM tewt Ajung—Box Portmanteau

test are displayed as follows:

4.2.1 ARCH-LM Test

The squared series{sﬁ} can be checked for autoregressive conditional
heteroscedasticity using the Lagrange multipligvi)ttest°. LM test rests on the null

hypothesis tha{si’t} Is an independently and identically distributad)(white noise

against the alternative that is an ARCH (q) procHshere is an ARCH (q) effect,

the variance equation will be,

o? =varR, i ., )= E€2 ¢ )
4)

9
2 _ 2
Ui,t —0’0 +zak£i—k,t
k=1

where g7, is the conditional variance and information gt,, includes information
available at an intervadl on dayt, g, is the white noise disturbance term and q is

the lag terms in the model. Before estimating anCARmodel for financial time
series, it is necessary to test the presence ofHARBfEects in the residuals. If there
are no ARCH effects in the residuals, then the AR@bidel is unnecessary and

misspecified.

9 ARCH-LM test is proposed by Engle (1982).
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The null hypothesis assumes that all the ARCH cmefits are zero,

Against the alternative,

H,=a, >0 foratleastone=1,2,...q

The ARCH model witho? =h(z,a) where h is some differentiable function and
z, =&, ,...6%,) Wwhere &, are the mean-equation residuals and

a=(ay,a,,...,.a,) .

The LM statistic does not depend on the linear form @f ¢onditional variance

function o7, which implies that the test statistic for any sfieation of o, depends
only on the past squared erro{rzs,z_k,t D =1,2,...q}. LM test statistic is based on

LM =TxR in the regression of the squared residuals onnsercept and lagged
values (up to the order of q) of the squared redsgjuvhere T is the number of
observations an& is the coefficient of determination for the regiess Under the
null hypothesis of no ARCH effects, theM test statistic has a limiting chi-squared
distribution withq degrees of freedom. If theM test for ARCH effects is significant

for a time series, one could proceed to estimat®R@GH model and obtain estimates

of the time varying voIatiIityo*fI based on past history.
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4.2.2 LJUNG—BOX Portmanteau Statistics

The Box-PierceQ-statistic, also known as the Portmanteau®tes used to test
whether a group of autocorrelation coefficientigngicantly different from zero in

economic time series. Box and Pierce (1970) praptseQ -statistic as;
Q=T 2L (5)
k=1

where p, , is thek™ order sample autocorrelation of the residualsTaisthe sample

size. The size of autocorrelation order (s) is ehosufficiently large so that the
effect of higher-order autocorrelations, which assumed to approach zero, can be

neglected. The null hypothesisHg = o, , = o, ,=...= p, . = 0 against the alternative

hypothesisH, = p,, # 0 for somek0{1,....§ . Under the assumption théR} is

an iid sequence with certain moment conditios,has an asymptotic chi-square
distribution with s degrees of freedom. If the ctdted value ofQ exceeds the

tabulated critical value associated with the chosamificance level, the null

hypothesis of no significant autocorrelations (unelated residuals) is rejected.

The Q test works poorly even in moderately large samgledight of this, Ljung
and Box' (1978) developed the Box-Pierce test for finitenple by modifiedQ-

statistic,

Q. =T(T+2)Y. (T- K27, ©

? The test is developed by Box and Pierce (1970).
2L One of the most well-known statistics for testthg adequacy of a time series model is the Ljung
and Box model.
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which is known as the Ljung-Box test or Ljung-Boieiee test. If the calculated

value of Q, exceeds the critical value of chi-squdrstribution with s degrees of
freedom, then at least one value of, is statistically different from zero at the

specified significance level.

Since some of the squared-residual autocorrelawasexpected to be significant
even if the innovations are iid, a portmanteau isstegarded as a preferable
diagnostic tool in discovering nonlinear time seraependencies. McLeod and Li
(1983) provide such a test designed exactly agul€ratic counterpart to the Ljung-
Box test. Adapting the Ljung-Box test, McLeod andtést the joint hypothesis

Ho=p:.,=P.,= =P, = 0 by performing aQ,, test on the squared residuals.

The test statistic is,
Q2 =T(T+2)>(T- K2, (7)
k=1

where f){zkdenotes thek" order sample autocorrelation of the squared redsdu

They show that under the null hypothesis of no eantelation,Q? has a chi-square

distribution withk degrees of freedom.
4.3 Theoretical Models

4.3.1 ARCH/GARCH Models

Reliable estimation and forecast of volatility amportant for investors and financial
institutions where volatility is used to measurskriln risk management, a risk
manager will want to know the probability that thevestment value will either

appreciate or depreciate in the future. In densapricing and trading, an option
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trader is most interested in the volatility invalvén the contract today and the
potential change of this volatility in the futurdel of the contract. In portfolio

selection, a portfolio manager needs to adjusintaeket positions according to the
fluctuations of the volatility of underlying asseis order to meet the preset
investment goals. In a market-making case, a mariater may want to build a
larger bid-ask spread to catch the profits if héeles the market will be more
volatile in the future. In general, the study oflatdity is valuable to any market
participant whether he wants to hedge the risk ad&tility or to profit from the

increased volatility.

A good candidate for modeling financial time sesésuld represent the properties
of the stochastic process. Neither the classiaaali Autoregressive (AR) or
Autoregressive Moving Average (ARMA) processes ndine nonlinear

generalizations can fulfill the task.

Although asset returns, such as stock and exchatgeeturns, appear to follow a
martingale difference sequence, observation ohite-frequency return plots shows
that the pattern of the returns varies across tineidely observed phenomenon in
finance confirming this fact is theolatility clustering This refers to the tendency of
large changes in asset prices to be followed lgelahanges and small changes to be
followed by small changes. Asset returns are ewdrciose to being independently
and identically distributed. This pattern in thelatdity of asset returns was first
reported by Mandelbrét Time-varying volatility and heavy tails found Hhigh-

frequency returns data are two of the typical zédi facts associated with financial

22 Mandelbrot first reported the fundamental differes from the normality: empirical asset return
distributions are fat tailed and peaked when coegb&s normal distribution (i.e. they are leptokixti

71



return serieS. Linear structural models are inappropriate toetake above-
mentioned stylized facts in the financial time egrdata. Although there are many
alternative time series models to predict futurkatility, several models were chosen
that have been widely used by volatility forecagtstudies as benchmark forecasts.
These models fix the problems such as thick taild ®olatility clustering by
assuming autoregressive structure on the conditsend moment, i.e. conditional

volatility itself.

The most popular approach of forecasting volatibtyhe autoregressive conditional
heteroskedasticity (ARCH) model originally introgéuakcby Engle (1982). It is one of
the pivotal developments in the financial econoiogtifield and seems to be
purposely built for applications in finance. ARCHodel states that a shock of an
asset return is serially uncorrelated but dependEim¢ serial dependence of the
shock is a simple quadratic function of its laggedues (current returns). The

ARCH (q) model expresses the dependent varidbjeunder the information set

¢, as a linear function of past returf§s;, with a parameter vectay; including

the coefficients that display in front of past re& ¢, ,, denotes the set of all

available information up to the current momentrairdgervali on dayt. The ARCH
(q) model describes a process in which volatilitnarmges in a particular way and is

characterized by the following model:

% The term stylized facts is used to describe wetin characteristics or empirical regularities of
financial return series. For instance, daily stioex returns display volatility clustering, fatlsaand
almost no autocorrelation. These three major g&glifacts can be explained by the ARCH family of
models.
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R, =H+D.1 R, +6,
j=1
&, =00, U, ~N(01)

) ) (8)
a7, =var(R, ¢ )= B @)

q
2 _ 2
Ji,t - 0’0 +zak£i—k,t
k=1

where i represents the risk premium which results from ébenometric models

and is time dependent. The stochastic error termis no longer independent but
centered and uncorrelated. In ARCH models, thelitiomal variance ofe, , , is a

linear function of the lagged squared error terifise parametemr, denotes the

strength of the effect of a news shock that occukgeriod ago on the current
volatility. By assuming a declining effect of newspact, we should expect a

declining sequence in values aof . The random variable/, is an innovation term
which is typically assumed to be iid with mean zarml unit variance. |{Uivt} has
the standardized Gaussian distribution (i.e.did~ N(0,1), the random variable;

is conditionally normal. The conditional variangg changes over time as a function

of past squared errors, , , .

The primary advantage of the ARCH specificatiothat the conditional means and
variances can be jointly estimated using tradifioeeonometric methods. Even
though the ordinary least squares estimator isaseioi for/ in Equation (8), Engle

(1982) argues that ARCH estimator is substantialigre efficient because it
accounts for the conditional heteroscedasticityweler, the ARCH model is only
the starting point of the empirical study and ®len a wide range of specification

tests. The limitations of the ARCH model include ttifficulty to decide on the
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number of lags (q) of the squared residuals as a®lthe large variation in the
number of lags of the squared errors which arenagduo capture the dependence in
the conditional variance. Following the revelatiand reporting of practically
relevant disadvantages of the ARCH model, numeesnsions of the ARCH
specifications have been put forward. In order tercome these problems,
Bollerslev (1986) generalized the ARCH model byluding autoregressive terms in
the variance equation. This new specification isovim as the generalized
autoregressive conditional heteroskedasticity (GAIR@nodel. Although ARCH
model is simpler and has been applied to many gishlata to model volatility, it
often requires many parameters to explain the Nioyabf return. In particular, the
GARCH (p,q) model has been the most popular speatifin because it is a
parsimonious model and often explains strong degmrel of volatility of asset

returns reasonably well.

Due to its popularity, the GARCH (p,q) specificatibas widely been used as a
proper benchmark to evaluate new types of forecasdie GARCH (p,q) model

which is an extension of the ARCH (q) model carspecified as follows:

q
R, =H+D.n1 R, +6,
i=1

&y =Uy

q p
2 _ 2 2
‘7} - 670 + :E: C’ké;r—km + :E: /3j‘7}—jt
k=1 j=1

Oiy

4, ~N(0,1) 9)

The GARCH (p,q) models are commonly used to captineevolatility clusters of

returns and express the conditional variance &gearl function of past information,

allowing the conditional heteroskedasticity of reti a, is a constanta, is a

coefficient that relates the past values of theasep residualsg?, , to current
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volatility and f; is a coefficient that relates current volatilitythe volatility of the
previous periods,(af_j) in the GARCH (p,q) model. For the GARCH models
expressed in Equation (9), whesg, @, and 3, are non-negativity parameters, it is a
necessary and sufficient condition that= Zkak +Zj,6’j <1 in order for a finite

unconditional variance to exist. The sum also pitesia measure of the persistence
of shocks and controls the speed of mean rever3iba.sizes ofirch and garch
parameters determine the short and long-run dyreaiithe resulting volatility time
series (Alexander, 2001). Large GARCH coefficied,, indicates that shocks to
conditional variance take a long time to die owat,velatility is “persistent”. Large
ARCH coefficient, a,, means that volatility reacts quite intensely tarket

movements, and so i, is relatively high andg; is relatively low then volatilities

tend to be more “spiky”.

The average number of time periods for the votgtib revert to its long run level is

measured by the half life of the volatility shodke so called half-life of a volatility
shock togy is defined asy =[In(0.5)/In(p)] . Obviously, the close}_ a, +Z,— B,

is to one the longer is the half-life of a voldyilshock. Those measures also define
the limiting integrated-GARCH (IGARCH) case undgr= , 0k such that
current shocks persist indefinitely in conditionirigture variances (Engle and
Bollerslev, 1986; Nelson, 1990). However, whilsf >0 and a,,5,20 may be

imposed to ensure non-negativity of the conditioar@lance, Nelson and Cao (1992)

have shown that these inequalities need not hatth$are a positive variance.
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A formal framework for the assessment of GARCH pater estimates obtained at
various frequencies is provided by the theoretreaults on temporal aggregation
developed by Nelson (1990, 1992), Drost and Nijified®3) and Drost and Werker
(1996). Assuming that the GARCH (1,1) model prosidereasonable approximation
of the intraday returns process, the impact ooty periodicity on GARCH model

estimates, and the effectiveness of the periodiagtjustment procedures outlined
above in accounting for that periodicity, may bepragsed by examining the

consistency of estimated and theoretical model gntas both prior and subsequent

to the application of those periodicity adjustmericedures.

A concern with the volatility generation procesgshat the current volatility is only
related to the past values of innovation and Mdhatspillovers from previous
periods. It is likely that variables other thangbenay contain information relevant
for the volatility of stock returns and a possifilis that the incidence of time
varying conditional heteroskedasticity could ingtdze due to an increase in the
variability in returns following the arrival of neand irregular information. This is
important because the GARCH effects often obsemesdocks returns is likely the
outcome of the stochastic properties of these factbamoureux and Lastrapes
(1990) and Rahmaet al. (2002), for example, argued that an appealingasgiion
for the presence of GARCH effects is that the mftenformation arrival is the
stochastic mixing variable that generates stockirmst For daily, weekly and

monthly data, variables such as macroeconomic antpany announcements may

4 While the first-order GARCH model is a widely peafed specification for the modeling of return
volatility dynamics, and that specification corresds to the class of models for which theoretical
aggregation results are available, it does notsseedy provide the preferred specification atrata-
day frequencies. Moreover, that serial dependenamnditional mean will in general increase the
order of the implied low frequency weak GARCH mothelyond the order of the high frequency
GARCH (1,1) model. However, Nelson (1990, 1992aekshes general conditions under which first-
order GARCH models will, even if misspecified, puoé consistent estimates and satisfy the
temporal aggregation convergence results giverhéntéxt, though it should be noted that those
conditions are derived in the absence of any détéstit periodicity in the volatility process.
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be major influences. However, for high-frequenclyaday data the variables likely
to be of most influence relate to trade informati®nme means of proxying the arrival
of this trade information is to introduce the vokurof trade into the conditional
variance equation. To examine the effect of tradiolyme, as explanatory variable,

on futures returns volatility, the following GARCH() model is employed.

ol =a,+agly, +BoO2, YN, (10)

whereV,, is the volume of trading at intervabn dayt. Following the argument of

Lamoureux and Lastrapes, under the information flyywothesi&’, the expectation
is that the inclusion of trading volume as a prdgy information arrival in the

conditional variance equation reduces volatilitysence, the surta, + 5)) .

4.3.2 GARCH Models with Distributed Innovations

Numerous studies have found that the empiricatidigion of financial asset returns
exhibit fatter tails and are more peaked aroundcémger than would be predicted by
a Gaussian distribution. Time-varying volatility dels with Gaussian distributed
innovations are capable of capturing the unconutionon-normality. However,
ARCH/GARCH models with conditionally normal erraie not sufficiently capture

the leptokurtosis in financial time series. Theoerterm or residuak,, is

" . . o~ &y L
conditionally normal if the standardized residual =—* is normally distributed.

O

In the following, f(z) is the standardized density function of the stedidad

residuals{u, } . For normal distribution, the density functiorépresented as;

% This hypothesis, introduced by Clark (1973), posit joint dependence of returns and trading
volume on an underlying information flow variable.
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2
f(z):%exp(—%j, E‘ui't‘:«/z_/ﬂ, y,=C (11)
The standard normality tests applied to standaddiesiduals indicated that they are
not normal. Thus, these models are able to caantally the leptokurtosis in the
unconditional distribution of asset returns. To mldtie nonnormality in conditional
returns, distributions are needed to employ thabaats for the specific features of
the data better than the normal distribution. Thlternative distributions possessing
such characteristics have been proposed as maudisef unconditional distribution
of returns. Researchers have proposed alternatstgbdtions like the Student’s

(Blattberg and Gonedes, 1974) and the generaliped distribution (GED) (Box

and Tiao, 1962). Both of these distributions amamsetric and allow excess kurtosis.

The Student’'d-distribution has only one parameter, d, and itssdg function can

be represented as:

o
f(u;d) :—2

\/Er(g)
e 2r(d;1jﬂ
ﬁf(gj(d -1)

1+d;, ]

B
2]

(12)

where the degree of freedodh> 2 controls the tail behaviory denotes the random

variable with zero mean and unit standard deviadiod [ (.) represents the gamma

function. This distribution is symmetric around aeand the mean, variance,

skewness and excess kurtosis@ré, 0,and6/(d-4),respectively. For the kurtosid,
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must be larger than 4. It can be shown that thedstaizedt(d) distribution

converges to the standard normal distributiod gees to infinity.

Under the assumption af approaching Studenttsdistribution @ ~ t(d) wheret(d)
refers to zero mean distribution withd degrees of freedom and scale parameter
equal to one) in the GARCH model, the estimatiom lsa done by quasi maximum
likelihood estimation. The combination of linear B8H model combined with
Student’st-distribution is called a GARCH-model. In many empirical applications
the standardized residuals appear to have fattethan the normal distribution. The
GARCH+ model of Bollerslev (1987) relaxes the assumptiain conditional
normality by instead assuming that the standardizedovations follow a
standardized Student'sdistribution. Thus, the GARCH (1,1)model has been
found to outperform the normal GARCH (1,1) modet figh frequency stock

returns.

Owing to the well-known non-normality of the didbance ternx; , the distribution

is better approximated by GED which has been widaged by financial

economist®. GED can be represented as:

% The generalized error distribution (GED) was adigi introduced by Subbotin (1923), and then used
by Box and Tiao (1962) to model prior densitiesBiayesian estimation and by Nelson (1991) to
model the distribution of stock market returns.
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where >0, A=

(13)

Under these conditiongy, represents the kurtosis whereas the GED is lepioku

whenl<¢ < 2. The highest degree of kurtosis that can be getetay the GED is 6

(the Laplace distribution) which is twice the ingai kurtosis of the normal

distribution, which is (two-thirds) less than cae baptured by the Student’s t

distribution. The unconditional variance exists whe, has a GED with scale

parameted >1, which determines the thickness of the tails. G is leptokurtic

whend < 2. The normal distribution is a special case of@iD ({ =2).

4.3.3 Models with Asymmetry

Standard GARCH models assume that positive andtimegarror terms have a

symmetric effect on the volatility. In other wordgmod and bad news have the same
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effect on the volatility. In practice this assunoptiis frequently violated, in particular
by stock returns, such that the volatility increaseore after bad news than after
good news. This phenomenon is callesyerage Effecand has appeared firstly in

Black’s (1976) seminal work. He noted that:

“a drop in the value of the firm will cause a neigat return on its stock and will
usually increase the leverage of the stock. [...]tTHge in the debt-equity ratfd

will surely mean a rise in the volatility (risk) tife stock”.

Negative returns imply a larger proportion of détybugh a reduced market value of
the firm, which leads to a higher volatility. Thelatility reacts first to larger
changes of the market value, nevertheless it isrezally shown that there is a high
volatility after smaller changes. On the other haBthck said nothing about the
effect of positive returns on the volatility. Althgh the positive returns cause smaller
increases, they do cause an increase in the wylafrom an empirical point of
view, the volatility reacts asymmetrically to thgrs of the shocks. The existence of
this asymmetric effect implies that a symmetric cipation on the conditional
variance function as in a conventional GARCH madeheoretically inappropriate.
Therefore a number of parameterized extensionseo$tandard GARCH model have
been suggested. The concept of the leverage effesplayed in Figure 3, where

‘new information’ is measured by the size of. If & =0, expected volatility
(E h,,) is 0.0On the other hand, Figure 3 assumes that any messaises volatility.
However, if the news is good (thatdsis positive), volatilityincreases along line ab.

If the news is ‘bad’, volatility increases alongdiac. Since line ac is steeper than ab,

" Increase in firm’s debt to equity ratio leads shaider, who bear the residual risk of the firm, to
perceive their future cash flow stream as beinatiradly riskier.
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a positive&, will have a smaller effect on volatility than agative shock of the

same size.

Figure 3: The Leverage Effect

Expected
Volatility (£.4.,)

£

New information

Source: Enders (2004)

The Exponential GARCH (EGARCH) model has been ohieed by Nelson (1991)
to improve two aspects of the standard GARCH modéle one is that the
parametersy and S have to be constrained during the course of thenaSon to

ensure positivity of the variance process; the rotme is that empirical evidence
suggests an asymmetric response to volatility shodkhe EGARCH model

expresses the conditional variance of a given serees as a nonlinear function of its
own past values as well as the past values of atdizéd innovations. The

EGARCH model is represented as

82



q
R, =H+D.n R, +6,
j=1
&, =00, U, ~N(O])

o’ =varR, ¢, )= EE ¢,

q p
|Og(ai2,t )=a,+ Zakg(ui—k,t)+ Zﬂj (|090i2—jt )
=] Pt

(14)

whereg, =o,,u, andg(u,)=qgu, +¢2Uuit‘— E‘UILH are the weighted innovations
that model asymmetric effects between positive megative asset returns, agl

and ¢ are constants. The tergg,, determines the sign or asymmetric effect and

the term @DU”‘—E‘%H determines the magnitude effect. Both), and

‘Ui’t‘—E(‘UiID are zero mean iid sequences with continuous ldigion. Thus,

E[ 9w, ]=0.

The functiong(y,, ) can be written as

(@a+@)u, -@E(u|) ifu =0

a9(v) =
{ (@a-@)u, -@E(|u,|) if g, <0

(15)

So thatg + @ and g — @ reflect the asymmetrical response to positive reghtive
innovations, &_,,. If @ <0, a positive return shock or surprise will increase

volatility less than a negative one of the samemitade. This is the basic premise of

leverage effect.

Since the flow of information into the market isdely unobservable, the trading
volume as a proxy for information innovations iseds Systematic variations in

trading volume are assumed to be caused only bgrtheal of new information into
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the market. Using the tick by tick data, this preifon can also be tested, which
enable to assess the link between trading volurdevalatility on an intraday basis.

The extended model is given by the following equati
q p
109(07,) =ty Dt (@0 + |- Elur [ ]) + 2 B, G0g0?, )+, (26)
k=1 j=1

The model predicts thag >0. The persistence of volatility as measured By
should become negligible ¥, , which represents the flow of information, capsure

the presence of EGARCH in the data.

Following Glostenet al. (1993) and Zakoian (1994), another asymmetric GARC
method known as threshold-GARCH (TGARCH) is usedmodel stock return
volatility. Rabemananjara and Zakoian (1993) nb& tompared with the TGARCH
model, EGARCH has the limitation that the effects wolatility of positive

innovations relative to negative ones remains fixee@r time. Also, EGARCH

process implies a linear MA equation on tfleg(aft )) process. Because of the

logarithmic form of the conditional variance in EGS&H model, there is no
possibility of negative variance. The TGARCH speaifion captures volatility
clustering and asymmetric characteristics. Furthiér,allows accounting for
leptokurtosis and skewness, both of which indickparture from normality of the
data and are regarded as primary characteristiceitcdday stock returns. The

TGARCH model is expressed as follow
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& = U, 0, Uy ~ N(0,1) (17)

q p r
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1=1

where R, is the realized return of the stock, expressed asndom walk process
with an error term of mean zero and conditionaliarere o7,. The conditional

varianceo;, is specified as a function of the mean volatility, £2,, which is the

lag of the squared residual from the mean equadroniding news about volatility

clustering; o7,, represents the last minutes’ forecast variancefiaatly, D._,&’,,

is the term to capture the asymmetry. The poteasgmmetry, restricted to a first

order effect only, is captured by the use of thenohy variable D, such that
D,=1if &, <0 and D, =0 otherwise. Unlike GARCH model, there are no
restrictions on the parameters,, 3, and g to ensure non-negativity of the
conditional variance. In this model, good news, , >0 and bad news,_ , <0
have differential impacts on the conditional vac@ngood news has an effectaf,

while bad news has an impact @f + 6. The TGARCH (p,q,1) specifications thus

allows negative shocks to have a greater impadulrsequent volatility if the real

constant & >0, whilst overall shock persistence is quantified by

p= zkak +Zjﬁ’j + (%) with half-life. If the coefficientd is statistically different

from zero, the news impact is asymmetric for fherder. The volatility persistence

is measured by3; and represents the change in the response funaftishocks to

volatility within 15-minutes intervals. If this vaé is higher than 1, it indicates that
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the response function of volatility will be explesj on the other hand, when the
value is lower than unity, this points out that theponse of volatility declines over

time.

The TGARCH model is extended by taking the difféis@nmpact of trading volume
on volatility through conditional variance equatiofsccordingly, the unexpected

price increments in a day, , will be the sum of a number of intraday price rues.

GARCH effects may be explained as a manifestatiaimee dependence in the rate
of evolution of intraday price changes driven byriaformation arrival. Following
earlier studies, intraday trading volume as a prday the unobservable new

information arrival is used. The model can be repnéed as follows;

p r

q
oL =a,t Y a &l t Y Bot +D 6D, 65, +UN, (18)
k=1

=1 =1

where V,, is the detrended trading volume. This extended eha@tcounts for

potential impact of volume on the volatility of Mnutes futures returns.

One way to test for leverage is to estimate the RGN or EGRACH model and
perform a t-test for the null hypotheéis: 0. However, there is a specific diagnostic
test that allows you to determine whether thereaageremaining leverage effects in

residuals. Thus, th i’t} sequence consists of each residual divided bytarsdard

deviation. To test for leverage effects, a regmssin the following form is

estimated;

Ui =agtay_y +ay , +.tau,, (19)
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If there are no leverage effects, the squared £8bould be uncorrelated with the
level of the error terms. Hence, it can be conduthat there are leverage effects if

the estimated F for the null hypothesis=a, =...= g, exceeds the critical value

obtained from F table.

Engle and Ng (1993) developed an alternative metbatetermine whether positive

and negative shocks have different effects on ¢imelitional variance. LeD, ;, be a
dummy variable that is equal to 14f, <0 and is equal to 0 if,_, 20. The test is to

determine whether the estimated squared residaalbe predicted using tt{eDi_n}

sequence. The Sign Bias test uses the regressiati@yin the following form;
Ui =8 taD y te, (20)
where ¢, is a regression residual.

If the t-test indicates thad, is statistically different from zero, the signtbé current

period shock is helpful in predicting the conditbrrolatility. To generalize the test,

the regression is estimated as follows;
i =a,+ab,+a,0 g +afl-Q Yy e, (21)

The presence ofb,_u,_, and (1-D,_,)vu,_, is designed whether the effects of positive

and negative shocks also depend on their sizeatfstst can be used to test the null

hypothesisa, =a, = a,=0. If there is a leverage effect, a specific form tbé

TGARCH or EGARCH model can be estimated.
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4.4 Post Estimation Analysis

To evaluate the relative fit of the empirical vitlydof the conditional volatility
models and to test whether the GARCH models adelyuedpture the dependencies
in the return data, diagnostic tests, ARCH-LM tsd Ljung—Box Portmanteau test,
are conducted on the standardized residuals fresetmodels. If a GARCH model
has captured volatility clustering, the residuaandardized by their conditional
volatility should have no significant ARCH effeafl. To test whether there are
remaining ARCH effects, Engle’s ARCH-LM test is,etbfore, applied to the
standardized residuals. Just as in the pre-estmatnalysis, the autocorrelation
function is useful in post-estimation analysis. nigaeBox Portmanteau test is used
whether autocorrelation in the residuals and squegsiduals has been successfully
removed. The standardized and squared standardetetins should have no

remaining autocorrelation if the GARCH models ardl\specified.

In order to motivate the theoretical developmettis,following section describes the
important empirical features that pertain to théatility in the Turkish derivatives

market and empirical results with the use of GAR@bUdels and its extensions. The
methodology apply equally well to the most activeebded ISE-30 index futures

contract in a high-frequency series.
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CHAPTER 5

DATA

This study makes use of intraday transaction dai&B-30 index futures contract
provided by Matrik&® database and covers the period from January 4, 206ugh
March 21, 2008. The period is deliberately chosewnrder to eliminate infrequent
trading in the early days of the Turkish derivasiv@arket. Each trade is time-
stamped to the nearest second, which is ifteahe intraday studyBecause of thin
trading during parts of a trading day, some mirhyaninute data of the day are not
available. The prices are for real-time transacpaoes, which are partitioned into
15-minute price intervals using the last price gdobefore the end of every 15-
minute interval over the trading ddy Using the tick-by-tick data set, 15-minute
interval subsequences of the futures trading prcesconstructed, since such a time
interval is large enough for new information toibeorporated into stock prices but
also sufficient for intraday stock price analysthénget al.,1995; Abhyankaet al.,

1997).

Trading hours of the stock index futures beforet&aper 7, 2007 were from 9:15
a.m. to 16:40 p.m. with a one-hour lunch break ketw12:00 p.m. and 13:00 p.m.,

giving a total of 25 fifteen-minute intervals dugithe trading day, whereas the stock

%8 Matriks is a licensed data dissemination vendoated in Turkey. It provides data and information
on global financial markets as well as selectedroemonomic indicators.
*The computer program used for this purpose is basete MATLAB.
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index on the ISE traded from 9:30 a.m. to 16:30.puith a two-hour lunch break
between 12:00 p.m. and 14:00 p.m. Consecutively, changes were made to the
trading hours on the Turkish Derivatives Exchan@a. September 7, 2007, the
opening of the market was moved from 9:15 a.m.:8) &.m. and the exchange
extended its trading hours by ten minutes. Henoen {September 7, 2007 onwards
trading occurred from 9:30 a.m. to 17:10 p.m. vatbne-hour lunch break between
12:00 p.m. and 13:00 p.m., which gives a total ®ffikeen-minute intervals within
the trading day, whereas the stock index on theti&#ed from 9:30 a.m. to 17:00
p.m. with a two-hour lunch break between 12:00 @nd 14:00 p.m. Thus, there is a
10-minute period in which the cash market is clobatithe futures market is still
operi®. The sample period is broken down into two peridke pre-extension period
is from January 4, 2007 to September 7, 2007 amgdist-extension period is from

September 7, 2007 to March 21, 2008.

As with all asset price analyses, there are somtenpal problems with data
unreliability due to the sheer amount of data baisgd and the fact that there is
considerable noise in the series because of lithde occurring at some of the
recorded prices. However, algorithms have been qsegh in the literature for
eliminating these problems. Zhou (1996) mentionsdrgle method to validate data
by comparing each quote to the medians of the tipreeeding and the three

medians.

%0 Changet al. (1995) examined the effects of the closing ofRNSE on volatility and price changes
in the S&P futures market, and concluded that wtherNYSE closed, volatility of the futures market
exhibited a U-shaped pattern in the 15-minute lerio
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As an alternative, a procedtités suggested which has given satisfactory results
removing aberrant transaction prices from the samaé argued below. Sampling

transaction prices at 15-minute intervals mitighie effect of aberrant ticks, but the

filter is applied to ensure the transaction prioesd are reliable. Le{tpi}i"il be an

ordered tick-by-tick price series. The proposedpdure to remove outliers is

=

where p and § denote the 10% trimm&dsample mean and standard deviation

(22)

<3s+y|= true observation i is kept
i false observation i is remove

respectively of an ordered tick-by-tick price ardun, and y is a granularity

parameter controlling for the discreteness of pride can be seen that the filter

removes ticks that deviate from their tick by 3hskard deviations.

To minimize data errors, the procedure describedeals followed and several data
filtering rules are applied on the tick-by-tick d&teFirst, a trade is excluded if it is
out of sequence, recorded before the open andthkerlosing time, or has special
settlement conditions because it might then be estibfo distinct liquidity

considerations. Second, quotes recorded outsiderdgalar trading hours are
excluded. Third, any observations affected by maticr international holidays are

removed.

The final sample for ISE-30 index futures usedha subsequent analysis contains
310 trading days realizing a total of 2,542,243 enbations, 9,253 of which are

immediately discarded since they occur outside TthekDEX trading day official

%L This method is suggested by Brownlees and Galogp

% Trimmed mean and standard deviation are calculatedexcluding the smallest and biggest
observations.

% The processes are conducted in STATA.
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time spanning from 9:15 a.m. to 16:40 p.m. befapt&mber 7, 2007 and 9:30 a.m.
to 17:10 p.m. after September 7, 2007. Octoberahtl, December 19, 2007 are
dropped from the data because those days werealslitHowever, there were no

outliers in the sample to be removed after applyiregproposed procedure.

Futures contracts usually provide less liquidityewhheir expiration date is distant.
The nearby futures contracts are often the mostedgitraded contracts, except for
the final settlement day. In order to avoid thinrkess and expiration effects close to
the expiration date, as in Huang (2004), the figyreces are rolled over into the

closest contract when that contract emerges asitis¢ active contract.

For each 15-minute interval, returns are calcula®dhe logarithm of the last price
of the interval minus the logarithm of last pridetlee previous interval. If there is no
trading at the end of the 15-minute period, theses trading price to the end of the
period is the closing value of that 15-minute in&tr Intraday returns are calculated

for each interval as:

R,=In(R,/RP,) i=1,2,3...25 for before Septembe?, 200

. ] (23)
1=1,2,3....26 for after September7, 200"

where R, is the intraday return on dayn intervali, and P, represents the intraday
closing price on day in intervali and P_;, is the closing price of the preceding

interval on day.

Volatility is measured as the squared retum$, which is calculated as follows:

g’ =[In(R, I B_,)]? (24)
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For the first interval (=9:15 a.m. andi =9:30 a.m. before and after September 7,

2007 respectively), since there is no value Ry, the volatility is calculated as

follows:

o’ =[In(0,/ Py_)]*> for before September 7, 20(

(25)
0’ =[In(0,,/ Py._)]* for after September 7, 2007

where O,, represent the intraday opening price on diaythe first interval. Volume

is computed as the number of shares traded ovesafdr 15-minute interval.

Following Gallantet al. (1992), Girard and Biswas (2007), the trading woduseries
are detrended by regressing the series on a deistimifunction of time. To allow
for a linear and non-linear trend, the residuaésseamployed from the quadratic time

trend equation given by:

Invf, =a, +at+a,t® +¢ (26)

wherelnvf, denotes the logarithm of the trading volumeuttifes contract anidand

t? are linear and quadratic time trends respecti\Bjythe nature of the variable, the
volume is non-negative and positively skewed. Thgatihmic transformation

generates variable with more symmetric distributidhe log transformation also
reduces the variances of volume and makes thebdistm more stable, which helps

the estimation of more parsimonious model with nrolaust forecasting ability.
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5.1 Descriptive Analysis

The descriptive statistics of intraday ISE-30 indetures series are represented in
Table 6. The sample average return of -0.74%(ppears indistinguishable from
zero given the sample standard deviation of 0.8bPe distribution is positively
skewed®, implying that, for 15-minute intervals, large fie returns occur more
often than large negative returns. While the distions of the return series are
skewed to the left, volatility and volume serie®wshpositive skewness. Moreover,
kurtosis® is larger than three (normality) for return andlatility series which
suggest that the distribution is leptokurtic (i.eigh-peaked and fat-tailed). This
leptokurtic character persists despite the remoVvaéxtreme spikes from the raw
returns data. The observed leptokurtosis may bdaalbeteroskedasticity in the data,
which may be captured with the ARCH/GARCH modelscdssed later. Also, the
Generalized Error distribution (GED) may be apprdpribecause of significant
excess kurtosis and skewness (Arago and Nieto,)260Bwvever, the kurtosis for
trading volume is less than three, which suggdsa$ detrended volume has the
platykurtic (flat-topped®® distribution. The skewness and kurtosis of thernstdit

stylized facts of financial returns reported in mn@search in finance.

Before fitting any probability distribution moded tlata, the underlying assumptions
of the model need to be verified empirically. Almhadl of the popular models of
stock returns require that returns are independardom variables, and many also

require that they are identically distributed.

3 Skewness, is the degree of asymmetry, or dejgafriim symmetry, of a distribution.

% The fourth standardized moment which is a meashifamess or peakedness of a single humped
distribution is also called kurtosis.

% Platykurtic distribution has thin tails than thermal distribution and the kurtosis is lower than 3
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In order to test the hypothesis of independenctesa of white noise process is
employed by applying the Ljung-Box-Pierce Portmanttest statistics@-statistics)

for both the standardized and squared standardesiduals. It is asymptotically
distributed with chi-square distributiovith degrees of freedom equal to the number
of autocorrelations. The test statistics for up @ Brder serial correlation (denoted
by Q(50) andQ«(50) respectively) are illustrated in Table 6. From thesst statistics,
the null hypothesis of white noise is rejected #mel results assert that these series
are highly significant at virtually any level indhcorresponding asymptotic chi-
square distribution, suggesting the presence ohgtnonlinear dependence in the
data. Significant autocorrelations in the volumeesehave also been found in many
earlier studies (see, for example, Gallahal., 1992; Campbelet al., 1993). This
implies that trading activity is autocorrelated ahis will manifest itself in GARCH
effects. A formal test to check whether a distiitmtis normal is the Jarque-Bera
test. The Jarque-Bera statistics for normality ae# laeyond the critical value for the
chi-square distribution with 2 degrees of freeddnindicates that the whole series,
return, volatility and volume, exhibit significantieviation from the normal

distribution, suggesting non-normality at the 1¢n#ficance level.
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Table 6: Descriptive Statistics of 15-minutes ISE{BIndex Futures Series
Data Mean SD | Skewness Kurtosis JB Q(50)  Q.(50)

04.01.2007-21.03.2008

59.139x10* 1508.15* 2198.40*
(0.000) (0.000) (0.000)
1110.3x16* 2198.40* 2207.90*
(0.000) (0.000)  (0.000)

174.79* 61.916  144.597*
(0.000) (0.122)  (0.000)
04.01.2007-06.09.2007 (Pre-extension Period)

Return -0.74x16  0.0085 -0.1015 403.44

Volatility — 0.73x10° 0.0015 40.755  1736.16

Volume  -1.07x13° 1.2139 0.2216 2.4733

3.1407x10* 916.004* 1228.84*
(0.000) (0.000)  (0.000)

3.5456x16* 1228.84* 1230.19*
(0.000) (0.000)  (0.000)
87.037* 61.920 108.798*
(0.000) (0.120) (0.000)

07.09.2007-21.03.2008 (Post-extension Period)

Return 0.47x18  0.0082 -0.0124 390.42

Volatility ~ 0.68x10* 0.0013  35.813 1309.8

Volume -0.049 1.2395 0.2079 2.5005

2.67x10*  644.694* 970.397*
(0.000) (0.000)  (0.000)
6.02x16*  970.397* 975.759*
(0.000) (0.000)  (0.000)
93.761*  40.218  66.424*
(0.000) (0.837)  (0.060)

Return -0.61x10  0.089  -0.1883 405.32

Volatility — 0.79x10*  0.0016  43.720 1921.9

Volume 0.0062 1.1806  0.2429 2.4169

Note: SDindicates standard deviation.

JB denotes Jarque-Bera (1980) normality test statistiich is asymptotically distributed as Chi-
square distribution with 2 degrees of freedom. Agachmark, the 1% critical value equals 9.21.
Q(50)and Q,(50)are the Ljung-Box Portmanteau test statistics Wilhdegrees of freedom based

on standardized and squared standardized residasfsgctivelyP-values against the null hypothesis
of white noise are reported in parenthesis.

Invf, is the detrended futures contract volume denotiegésiduals of the equation:

Invf, =a, +at+a,t” +& where Invf denotes the logarithm of the trading volume of feu
contracts.
*, ** denote statistical significance at 1% and 165¢el.
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5.2 Distributional Properties of | SE-30 Index Futures Series

Following the analysis of the characteristics dfaday data, the properties of the
empirical distributions of the 15-minutes ISE-3@ex futures return series are
crucial in the proper selection of predictive madfr volatility. Figure 4 presents
the patterns of the price, return and volume sesfelSE-30 index futures for the
whole period. The price appears to be steadily asing over the 308 trading days,
while the corresponding 2,532,990 15-minutes retwuare all seemingly scattered
around zero. At the same time, the figure sugghstisthe volatility is not constant
over time and tends to cluster, i.e. periods ofhhigplatility can be clearly

distinguished from low volatility periods.

Quantile-Quantile (QQ) plots can be used to obsdepmartures from normality and
thus give a nonparametric view to assess whetligstabution is skewed or heavy
tailed. The QQ-plot is a scatter plot of empiricabqtiles of a given distribution on
the vertical axis against theoretical quantileshn horizontal axis. This plot shows
whether the plotted data is scattered around theedtee line (i.e. the data is
normally distributed) or not. A density graph showse relative frequency
distribution of the time-series compared to, foample, the normal density of the
same mean and standard deviation. The density grapiigure 4 can be used to
obtain a non-parametric view in order to assesghveinghe raw returns distribution
is skewed or heavy tailed. This is done by plotting individual against a normal
distribution. The ISE-30 index futures return’ dénsilearly has a higher peak than a
normal distribution, implying that there is an essd&urtosis. The skewness is close
to normal. A QQ-plot for ISE-30 index futures retus also shown in Figure 4 in

order to visualize how far from normal the dataiseThe density graph and QQ-plot
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against the normal distribution presents that I8ERBlex futures return distribution

also exhibits fat tails confirming the results irbl&a6.

Figure 4: ISE-30 Index Futures Series and Tail Distbution
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Note: Top: Plots of intra-day prices (left), copending returns (right) for the ISE-30 index futsire
Middle: Plots of intra-day volatility @ and trading volume (right) for the ISE-30 index
futures.

Bottom: Density graph (left) and QQ-plaght) for the ISE-30 index futures returns agaiast
normal distribution.

Empirical evidence in financial markets displaystergy seasonality within the
trading day. Early studies on intraday reported gy used data resampled at
regular time intervals (e.g. hourly, every half haevery 5 minutes etc.) and focused
mainly on the behavior of the intraday volatilitg.g. Bollerslev and Domowitz,
1993; Andersen and Bollerslev, 1997a, 1998; Bélteatd Morana, 1999). In the
context of irregularly time-spaced intraday dataglErand Russell (1998) reported

higher trading activity at the beginning and endoighe trading day, and slower
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trading activity in the middle of the day. Trader® very active at the opening as
they engage in transactions to benefit from therroght news. Similarly, at the
closing, some traders prefer to close their passtibefore the end of the session.
Lunchtime is naturally associated with reduced itrgdactivity. To prevent the
distortion of results, the intraday seasonality ningstaken out prior to the estimation

of any models.

To investigate the intraday seasonality of retunmd wolatility and the reasons for
lack of independence (see Table 6), the autocaweldtinction of returns and

volatility measured at 15-minute intervals for fivet 100 lags is plotted against its
lags with the 95% Bartlett confidence intervalg-igure 5. If series are distributed
normally, these bands represent the 5% confidemeeval for the hypotheses that
the mean estimates are zero. As the distributioetofns is known to be leptokurtic,

the displayed intervals are much tighter than etqukdowever.

Goodhart (1989) and Goodhart and Figliuoli (19919t freported the existence of
negative first-order autocorrelation of retuthat the highest frequencies, which
disappears once the price formation process is. d&lindicated in Figure 5, it is
apparent that there is significant autocorrelatiothe first lag. Still, the presence of
serial dependence in return series at the firsslaggests that it may be appropriate
to include autoregressive components in predichweelels of return. For longer lags,
the autocorrelations decays more rapidly and mdialwithin the 95% confidence
interval of an identical and independent Gaussiatrildution. Therefore, the data do
not display any seasonal patterns. However, giveimd-Box-Pierce Portmanteau

test statistics for return and volatility in Tablgitds obvious that taking into account

%" The negative first-order autocorrelation of retui® consistent with the noisy rational expectation
equilibrium (see e.g., Makarov and Rytchkov, 2007).
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intraday seasonality has not removed the auto@tiwal These results are evidence
that the 15-minute returns tend not to be independad exhibit “volatility
clustering®®. This suggests that the data display all the pmkhodocumented
characteristics of the unconditional distributidrreturns that are used to conform to

the various GARCH specifications discussed in dileding sections.

Figure 5: The Autocorrelation Function of Returns and Volatility
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interval of an i.i.d. Gaussian process.

As nonlinear dependence and heavy-tailed uncomditiodistributions are

characteristic of conditionally heteroskedasticag#tis behavior can be captured by

% In the presence of volatility clustering, the sguhstandardized residuals series should be highly
autocorrelated. Indeed, as is well known, the ddeece for the squared returns is very high on an
intraday basis.
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incorporating ARCH or GARCH structures in the mgqdallowing conditional

heteroskedasticity by conditioning the volatility the process on past information.
As the GARCH model is capable of capturing thesaratteristics of this type of
data, the relation between return variability armume is also investigated by

employing GARCH frameworks.
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CHAPTER 6

EMPIRICAL RESULTS

The empirical results are presented as follows.t,Fiiee results from tests for
stationarity applied to the entire sample are regbrThese results provide the
justification for the selected models. Next, in@rtb examine the intraday volatility,
the evidence for the GARCH models based on diftedestributions are presented in
accordance with the empirical features of the iistion of ISE-30 index futures
returns reviewed in the previous section. Volatilgstimates are required for
efficient pricing of ISE-30 index futures as web #r the effective use of this
instrument in managing and hedging risk. Finalhe success of each time-varying

volatility models are assessed and compared.

6.1. Preliminary Analysis

As a preliminary procedure, the stochastic progssested in the autoregressive
representation of ISE-30 index futures seriesazinidj the most commonly used unit
root tests, namely: Augmented Dickey-Fuller (ADBjidkey and Fuller, 1981) and
the KPSS (Kwiatosket al., 1992) tests. While both of these are used tofteghe
existence of a unit root in the residuals, they pletely differ with regard to their
hypotheses. The null hypothesis of the ADF tedtas the series contains a unit root

against the alternative hypothesis that the seisestationary, while the null
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hypothesis of the KPSS test is that the seriegaiiosary. Both tests are used to
determine the stationarity of each series and exhrout with two different

specifications, that is, with either a constanadrend. The KPSS test complements
the ADF test and concerns regarding the power tbeeitest can be addressed by

comparing the significance of statistics from biasts.

Table 7: Unit Root Test Results

ADF KPSS

No Trend With Trend No Trend With Trend

04.01.2007-21.03.2008

Return (4 lag) -51.7643* -51.7958* 0.2092 0.0394

In v¢ (1 lag) -65.5964* -65.5890* 0.1704 0.1704

04.01.2007-06.09.2007 (Pre-extension Period)

Return (3 lag) -46.3061* -46.3095* 0.0196 0.0187

In v; (1 lag) -48.1134* -48.1192* 0.3469 0.3315*

07.09.200721.03.200§Post-extension Period)

Return (4 lag) -34.0351 -34.1018* 0.2193 0.0275

In v (1 lag) -44.7622* -44.7535* 0.2864 0.2833*

Note: ADF: Optimum lag is selected according to A&, critical values are based on Davidson and Man&n
(1993); critical values are -2.565 (99%), -1.948%f) and -3.961 (99%), -3.411 (95%) with no trend aith
trend, respectively.

KPSS: Optimum lag is selected according to Sch\{k989); critical values are 0.739, 0.463, 0.347 tfee
model without trend; 0.216, 0.146, and 0.119 fae thodel with trend and for 1, 5, and 10% respeltive
(Kwiatkowski et al.,1992).

* denotes rejection of null hypothesis at 1%.

Table 7 represents the results of the unit roos test return and logarithm of the
trading volume series. The ADF test rejects thé Imgbothesis of a unit root for all
series at the 1% level of significance while theS&Ptest cannot reject the null of

stationarity for both return and detrended tradi@ume series without trend,
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indicating that all series are stationary. Henbe, whole series are suitable for the
long memory tests. This observation suggests tratsénies of the ISE-30 index

futures follow integrated of order ofiel(1), processes.

Statistical analyses reported in the previous gecgioint out that the 15-minute
returns exhibit statistically significant autocdatgon at the first lag. It is necessary
to remove the predictable component of returnsssio @roduce a return innovation,

& with a conditional mean of zero, before a GARCH elod specified for the

variance. One possible way of producing an uncatedl process from the 15-minute

return series is to specify the level of returnghia following AR(q) process:

q

R =N+Z’7; R +4, (27)
=1

&~ N(O’Uii)

To determine the order of an AR process, Akaike Information criterion @f° is
used. AR(2) model best fits the data and is preferior the conditional mean
equation by the criteridh In order to determine whether ARCH specificatien

necessary or not, the residuals, of the conditional mean equation for ARCH
effects are examined. The squared residual séﬁéﬁ is examined to check for

heteroscedasticity by Lagrange multiplier test (L&6t}. To examine ARCH(Q)

effect, the model is specified as follows,

%9 A series that can be made stationary by differensnsaid to be integrated, or to possess a unit
root.
“9The AIC to be minimized is defined as follows,

AIC =-2logL(e)+ 2y
where ) denotes the number of estimated parameters, $.(agivalue of the Log-likelihood.

“1 As Miller et al., (1994) put it, the AR(1) model is too simple andiifficient to get rid of all
spurious autocorrelation embedded in stock indekissrefore, an attempt to at make correct for such
autocorrelation would be worthwhile.
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q
g =a,+ ) a8, (28)

where ¢ is the error term from the AR(2) filtered serieslqg is the number of lags

used in the model. This LM test checks the hypothhaﬁgiyt} is an iid white noise

against the alternative that it is an ARCH(1) pescelhe lag-length (1) for ARCH-
LM test is determined by AIC criterion. The resultglicate that there exists very
strong ARCH effect in the residual series of retimneach period, as evidenced by
the large and significant F-statistics and Engleld test statistics in Table 8. It
rejects the null hypothesis of no ARCH effectshet 1% level of significance. The

residual series, &,, are uncorrelated since second-order or highesrord

autocorrelation is not detected in the 15-minuteirre series. Therefore, AR(2)

model is extended to take into consideration tAREH effects.

Table 8: ARCH-LM Test Results

Period Constant quared F-statistics LM-statistics
residuals
4.29*10° 0.265 672.6258 625.2366
04.01.2007-21.03.2008

(0.0001) (0.000) (0.000)* (0.000)*

04.01.2007-06.09.2007 4.02*10° 0.249 329.2018 308.7593
(Pre-extension Period) (0.0031) (0.000) (0.000)* (0.000)*

07.09.200721.03.2008 4.64*10° 0.282 338.2245 311.3990
(Post-extension Period) (0.0011) (0.000) (0.000)* (0.000)*

The numbers in the parenthesesmralues. * denotes rejection of null hypothesis%t 1
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6.2. GARCH Models

The existence of ARCH effects makes it appropriatapply ARCH types of models

to model the conditional variance error terras, GARCH process of orders p and g,
denoted as GARCH(p,q), for conditional varianceegfat ticki on dayt, used in

this research can be specified as follows:
2 ! 2 - 2
O =00+ D Al + D B, (29)
k=1 =1

under the constraints gb=0,q>0,a, > 0,a, = C and S, 20 which are sufficient

for stationarity. The coefficient of ARCH is typitalinterpreted as news (shock)
coefficient that measures the impact of recent newsvolatility. Similarly, the
GARCH coefficient is known as the persistency deafht and measures the impact

of past volatility on the current volatility in arlg memory.

In this section, ARCH specifications are estimatadhe returns sampled at intraday
frequencies. First, the system equations is estidhand the evidence of the
GARCH(1,1) model based on different distributiong g@resented, and then an
asymmetric effect by using an EGARCH(1,1) and TGARCH models is

introduced where the current conditional volatilggtimate for an asset is often

dependent on the size and sign of past observations

The estimation of GARCH(1,1) specification is coefinsince it has been shown to
be a parsimonious representation of conditionalamae that adequately fits many
high-frequency time series (see Bollerslev, 1987 Engle, 1993). Moreover, since

the autocorrelation for each of the series dectgr ane lag, AR(2)-GARCH(1,1)
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appears to be the appropriate model. AR(2)-GARCH) (hhodel can be specified as

follows*?:

2
=u+) n R+
R, ;J TR 130

2 2 2
O, =a,taE-, PO,

The parameters are estimated jointly using numeteehniques to maximize the
log-likelihood functions. The log-likelihood funchois computed from the product
of all conditional densities. The iteration is cadiout until convergence to the
optimum is obtained. An empirical regularity fouatimost universally across all
assets is that high frequency returns are leptakugarly evidence for this dates
back to Mandelbrot (1963) and Fama (1965). Clarf78) established that a
stochastic process is thick tailed if it is commhtally normal with changing

conditional variance. ARCH models have this propebut it is often found that

these models do not adequately account for leptogigt As a result, several other
distributions have been employed to fully capture tegree of tail thickneséés

The results of fitting pure GARCH models under tresumption of Gaussian
distribution and Generalized Error distribuffd{GED) to the 15-minute return
series are represented in Table 9 through Table L4egults are presented for each
distribution and for each GARCH model whose speatfon is always order (1,1).

In order to address the nature and structure ofvtiatility, the whole period is

“2 Different GARCH(p,q) models were initially fitted tthe data and compared on the basis of the
Akaike and Schwarz Information Criteria (AIC andC¥lfrom which a GARCH(1,1) model was
deemed most appropriate for modeling the fifteenuta return process for ISE-30 index futures.

43 While the numerical maximization of the log-likedibd function failed to converge after 500
iterations, the GARCH models under one of the thailed distribution (Studert)- assumption are
excluded from the results.

“When using GED distributions, the scale parametds estimated as a part of the GARCH model.

By employing GED fix parameter, the scale paraméteas fixed for 1.5 at a certain value during the
estimation.
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divided into pre- and post extension period coesistith its extended trading hours
from September 7, 2007, and AR(2)-GARCH(1,1) teghai has been estimated

separately for each subsample and whole sample.

Table 9 indicates the results of fitting restric®d(2)-GARCH(1,1) process to the

15-minute ISE-30 index futures return series fershmple period.
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Table 9: AR(2)-GARCH(1,1) Model Estimation

Panel A: 04.01.2007-21.03.2008

Panel B: 04.01.2007-06.09.2007

(Pre-extension Period)

Panel C: 07.09.2007-21.03.2008

(Post-extension Period)

a

GED GED fix parameter® GED GED fix parameter® GED GED fix parameter
Mean Equation
U -2.77*10° 7.02*10° 3.78*10° 7.35*10° -1.39*10° 6.91*10°
0 (3.40%10°) (4.65*10°%) (7.16*10°) (6.36*10°%) (2.18*10°) (8.73*10%
-0.05391* -0.2299* -0.0820* -0.2770* -1.08*10° -0.1811*
' (0.0055) (0.0140) (0.0055) (0.0191) (0.0018) (0.0211)
n 3.06*10%* -0.0541* -0.0079** -0.0644* -2.26*10" -0.0500**
2 (0.0021) (0.0121) (0.039) (0.0170) (0.0007) (0.0201)
Variance Equation
a 8.31*10° 1.00*10% 1.08*10% 7.73*10% 9.22*10% 1.17*10%
0 (4.67*107) (2.50%107) (8.51*107) (3.74*107) (7.67*107) (3.58*107)
a 0.6672* 0.2596* 0.8061* 0.2291* 0.6357* 0.2905*
! (0.0572) (0.0141) (0.1092) (0.0207) (0.0780) (0.0215)
B 0.3177* 0.4354* 0.1929* 0.5117* 0.3376* 0.4004*
1 (0.0222) (0.0136) (0.0357) (0.0221) (0.0306) (0.0181)
c 0.6378* 1.5% 0.5754* 1.5% 0.6648* 1.5%
(0.0061) (0.0085) (0.0100)
LL 36173.79 34039.75 20607 19279 15600.31 14772.57
AIC -8.1742 -7.692 -8.3350 -7.796 -7.988 -7.564

Notes: Standard errors are reported in parenttiedes corresponding parameter estimatgsis the scale parameter. LL is the value of LogHii@od function, and AIC is the Akaike

information criteria.

2The scale parametef is exactly equal to 1.5.

* ** indicate rejection at the 1% and 5% significzes level.
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The estimated coefficients for the conditional maad variance equations based on
the assumption that the error series follows géizedh error distributior§ are
presented in Table 9. Consistent with most finandath, with a few exceptions,
most of the parameter estimates of the AR(2)-GARCH(model with generalized
error distributions (GED) for ISE-30 index future® #ound to be highly statistically
significant. Examination of the lagged ISE-30 indature return variables in the
first and second period denotes that all of theéab#es have a negative sign and are
statistically significant, indicating that a meagversion process is present in the
intraday data. Turning to the whole period, theingstesults show that each variable
has a negative sign and is statistically signifiaarly under GED with fix parameter.

The estimates ofa, are all positive and considerably smaller than shenple

variances shown in Table 9. This is due to changmglitional variance over time

and their eventual contribution to unconditionaliaaces.

In the estimation of volatility, ther, coefficient represents the weight applied to the

news measured as the shock of the preceding 13esimierval, such that the larger

the a, coefficient the more a market reacts to news. A leoefficient represents the

weight applied to the previous forecast of volgtililn numerous studies of

developed countries, it is common to observe tatalue of coefficienp3 is larger

than that of coefficientr . In comparison to developed markets, emerging etark

occasionally have a larger coefficient and a smallef coefficient. As shown in
Table 9, the estimatedy, coefficient in the conditional variance equatiah i
considerably larger thag, coefficient. The implication is that the volatility more

sensitive to news in the market place than itsddggalues which lead to a more

5 In spite of numerous starting values are usedrékeicted GARCH(1,1) model under Gaussian
distribution does not converge. Therefore, it wik be possible to report the results.
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“spiky” volatility. Therefore, this study indicatekat the Turkish derivatives market

reacts somewhat more to recent news which is demsiwith Alexander (2001).

One important characteristic of stock returns & téndency for volatility clustering
such that large changes (small changes) in reanm®ften followed by other large
changes (small changes). The implication of suchatiity clustering is that
volatility shocks today will influence the expeatet of volatility in the future. To
assess the degree of persistence in volatilityieddy GARCH model, it is useful to
consider the aggregation @f, and S, coefficients. If the degree of persistence is
close to one, this implies that the current vatgtibf intraday returns is affected by
the past volatility that tends to persist over tirtiee actual persistence of volatility
must depend on the persistence of the exogenoigbles. Further, a period of high
volatility in stock returns will eventually give wato normal (lower) level of
volatility and a lower period of volatility will beeplaced with normal (higher) level
of volatility. This process of reversion to a norroalmean level of volatility implies
that even if volatility persistence exists, as loag the sum of ther, and S,
coefficients is significantly less than one, theatitity process, while having a long

memory, will still be mean reverting or stationary.

The persistence in volatility as measured by sunupfand g, in GARCH(1,1)
model under the assumption of generalized errdriloligion is closer to unity for
ISE-30 index futures returns for each period. The tiaat the aggregation @f, and
B, are fairly close to one indicates the persistenic@ast volatility in affecting

current volatility (see Engle and Bollerslev, 198Bloreover, these results provide
strong evidence that the 15-minute return series ba characterized by a

GARCH(1,1) specification with GED. This implies thatrrent volatility of intraday
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return can be explained by past volatility thaitdieto persist over time. For GED an
extra parameter,¢, is estimated. The GED is leptokurtic when<2. This
parameter, which is the scale parameter, is saamfi at any level. Based on the
findings, the symmetric distributions with fatteails clearly outperform the
Gaussian. Owing to the well-known non-normalitytieé disturbance term and the
details for the AIC and log-likelihood, the disuiion is better approximated by
GED than GED with a fixed parameter for the restdctersion of GARCH(1,1)

model.

The occurrence of time-dependent conditional hetexdssticity could be due to the
arrival of news and irregular information. UsingtMDH framework, Lamoureux

and Lastrapes (1990) argued that the observed GARfi#tts in financial time

series may be explained as a manifestation of tileeendence in the rate of
evolution of intraday equilibrium returns. Espegiafbr high-frequency intraday
data, the variables likely to be of most influemetate to trade information. Trade
information leads to a change in expectations, Wwhicturn leads to a change in
prices. One means of proxying the arrival of théglé information is to introduce the

trading volume into the conditional variance equmati
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Table 10: AR(2)-GARCH(1,1) Model Estimation with Trading Volume

Panel A: 04.01.2007-21.03.2008

Panel B: 04.01.2007-06.09.2007

(Pre-extension Period)

Panel C: 07.09.2007-21.03.2008

(Post-extension Period)

Normal GED GED fix Normal GED GED fix Normal GED GED fix
parameter® parameter® parameter®
-1.94*10% -1.15*10* 1.29*10° -1.17*10% -4,35*1 0% 3.60*10° -1.30*10° -9.82*10° -9.27*10°
Ho (0.0002) (0.0002) (4.66*10°) (0.0002) (0.0002) (5.93*10°) (0.0003) (0.0003) (0.0002)
-0.4807* -0.4820* -0.2688* -0.5026* -0.5027* -0.2644* -0.4601* -0.4599* -0.4592*
' (0.0288) (0.0291) (0.0137) (0.0409) (0.0407) (0.0182) (0.0422) (0.0419) (0.0313)
-0.1872* -0.1869* -0.0797* -0.1872* -0.1872* -0.0570* -0.1881* -0.1881* -0.1877*
& (0.0312) (0.0314) (0.0120) (0.0436) (0.0437) (0.0154) (0.0479) (0.0475) (0.0337)
4.25*10°% 4.24*10°% 8.84*10% 3.58*10° 3.52*10°% 9.34*10% 4.85*10° 4.81*10°% 3.87*10%
o (1.10*10°) (1.61*10°) (3.64*108) (3.36*10°) (3.24*10°) (3.97*107) (5.01*105) (5.49*105) (4.38*10°)
0.1451* 0.1491* 0.2595* 0.1508* 0.1512* 0.2457* 0.1480* 0.1475* 0.1472*
o (0.0166) (0.0162) (0.0108) (0.0202) (0.0206) (0.0198) (0.0242) (0.0253) (0.0284)
0.5962* 0.5979* 0.4864* 0.5983* 0.5973* 0.4211* 0.5928* 0.5906* 0.5869*
A (0.0124) (0.0116) (0.0041) (0.0335) (0.0347) (0.0219) (0.0436) (0.0443) (0.0480)
W -1.64*10° -1.64*10°* -2.93*10% -1.38*10% -1.36*10°* -2.83*10% -2.02*10% -1.99*10° -1.59*10°
(3.06*107) (4.00*107) (1.12*108) (5.38*10") (5.32*107) (6.23*10%) (2.58*10%) (6.83*10") (2.98*107)
1.9928* 1.5 1.9885* 1.5* 1.9929* 1.5*
¢ (0.0095) (0.0128) (0.0153)
LL 30304.30 30314.05 34234.89 17267.77 17303.29 10398. 13143.23 13167.22 13896.48
AIC -6.847 -6.849 -7.735 -6.984 -6.998 -7.845 -6.729 748 -7.115

Notes: Standard errors are reported in parenttiedes corresponding parameter estimaigsis the scale parametdy/ represents for trading volumiel is the value of Log-likelihood

function, and AIC is the Akaike information critari

2The scale parametef is exactly equal to 1.5.

* ** indicate rejection at the 1% and 5% significes level
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Table 10 reports the coefficient estimates for tH&(2AA-GARCH(1,1) model when
including the contemporaneous trading volume indbeditional variance equation
of ISE-30 index futures returns. The persistencthefconditional heteroskedasticity
of the return variability is reduced slightly aftecluding the trading volume to the
variance equation in the unrestricted version oR&@Al(1,1) model with generalized
error distributions. Also, when distribution is sgfied as a Gaussian distribution, the

sum of a, and g, terms has the same value with GED. Therefore, ngadolume

has not been found to have a significant impacthenestimated coefficients of the
model under each distribution when included in gpecification of the conditional
variance in comparison with the benchmark modelume, in other words, can act
as a proxy for volatility measures. In most c&%ehe inclusion of trading volume as
an explanatory variable in the conditional variaeggation results in a substantial
reduction of volatility persistence. For emergingrkets, this evidence is weaker
The results indicate that volatility persistencesloet vanish under the presence of
the volume series in the conditional variance dquoattherefore MDH is not a
relevant explanation in determining the GARCH elen the Turkish derivatives

market, which is relatively young, compared to o#merging markets.

Nevertheless, the volume parametgr, as a proxy for information flow is found to

be statistically significant at 1% level, but negally related with volatility for each

period and every distribution process in particalamtrary to the MDH. The findings

“®Lamoureux and Lastrapes (1990), Kim and Kon (1984)ersen (1996), Gallo and Pacini (2000)
in the US, Brailsford (1994) in Australian, OmramdavicKenzie (2000) in the UK, Pywet al. (2000)

in Korea, Ciner (2003) in Turkey, Bohl and Henk@@2) in Poland, Gallagher and Kiely (2005) in
Ireland.

4" Huang and Yang (2001) in Taiwan, Bohl and Henkg0®) in Poland, Ahmeet al. (2005) in
Malaysia, Wanget al. (2005) in China, Salman (2002), Yuksel (2002), IBakand Kasman (2006) in
Turkey.
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are moderately consistent with the Sequential mégion Arrival Hypothesf$
(SIAH) of Copeland (1976) and Jennirggsal. (1981). All verify the existence of an

inverse relationship between volatility and voludymamics.

From a different perspective, some academiciank sagcKyle (1985) and Admati
and Pfleiderer (1988) supported the idea that higlhme is accompanied by high
volatility. Admati and Pfleiderer (1988) arguedttiralume patterns emerge because
informed and uninformed traders choose to tradehatsame time in order to
minimize transactions costs and informed tradegsoaty active during high volume
trading periods. However, the cost of informatiocquisition will require that
informed traders make a profit, in which case tiay not fully exhaust the price
signal, again indicating that price volatility staue low. Therefore, price volatility
is high when volume decreases and should fall wiodinme rises. This contradicts
both the conclusion reached by Admati and Pfleidét888) and the assertions of

empiricists drawing on their work.

Another important implication about negative voluu@atility relationship made by

French and Roll (1986) implies that informed tragdia not the additional source of
exogenous volatility. Instead, it suggests thabrnmfed trading serves to reduce
exogenous volatility by dispersing and mixing prieactions to news. Easley and
O’Hara (1992) also presented no opposition theorhé negative volume-volatility

prediction. Their main conclusion on the relatiopsbetween volume and price
changes is that price change is equal to priceviatians in the absence of informed

trading and unusual volumes. However, unusual velumhether motivated by

8 Under SIAH new information is received by all teasl but not simultaneously. As a consequence
individuals react to new information at differeninés creating a sequential reaction. Sequential
reaction to news arrival is deemed to affect theepand therefore variation in price changes is
potentially predictable with information on tradiaglume.
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information or not, will disturb price changes. Vherther indicated that price will

move in the direction of whichever quote is hit, 8can informed trader finds out

that the next price innovation is downwards antates a sell order now, the current
price will be driven down by his order flow. ThisliMlose the gap between the price
now and that predicted at the end of the next migagieriod, reducing the price
change, as predicted above. Similar findings wegehied by Girard and Biswas
(2007) who claimed that as compared to developettetss emerging markets show
a greater response to large information shocksdulition, emerging markets also
exhibit greater sensitivity to the trading volumEhe negative relation between
volume and volatility suggests that informed tradéend to lead the speculative
trading activity and drive bid-ask spreads higlierther diminishing the liquidity of

those markets.

From this result, it is evident that the rate diormation arrival measured by the
volume series can be a significant source of thaditional heteroskedasticity in
index returns in the Turkish futures market. The tiggdrading volume impact on

volatility can be attributed to the relative ineféncy in these emerging markets.

To address the question whether the normal distobupresents an adequate
representation of the stochastic behavior of thekiSharintraday return series, the

estimated results of the scale paramegerare also examined. The estimated values
of the scale parameter that determine the thickokt® tails is¢ >1 in each model

specifications. These estimated values are stalistidifferent from 2 at the 1%
level of significance, indicating the GED providesbatter representation of the
stochastic behavior of the Turkish intraday futureturn series than the normal

distribution. Moreover, the reported AIC and logelihood envisage with low and
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high value statistics respectively highlighting faet that GARCH(1,1) models with

GED more accurately estimate the series than Gaudstibution.

One of the main drawbacks of the GARCH specificat®othe assumption that both
positive and negative shocks have the same impactuture volatility. In this

perspective, in order to build more realistic madehich can take into account the
different impact of news, asymmetric models wergoniuced. These models can
measure the different impact of good and bad newsfuture volatility. As

previously detected in the unrestricted versiorG&fRCH(1,1) model, asymmetric
distributions might lead to this outcome, whichinsestigated via EGARCH and

TGARCH modelings.

The EGARCH model allows for asymmetric volatility iagt of past standardized
innovations, a feature often attributed to the bedraof stock market prices. To
analyze the effect of trading volume on return tubifizs, the dynamic properties of
the volatilities are modeled by excluding the tradivolume. The AR(2)-

EGARCH(1,1) model results with asymmetric effectdach distribution models are

represented in Table 11.
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Table 11: AR(2)-EGARCH(1,1) Model Estimation

Panel A: 04.01.2007-21.03.2008

Panel B: 04.01.2007-06.09.2007

(Pre-extension Period)

Panel C: 07.09.2007-21.03.2008

(Post-extension Period)

GED GED fix parameter® GED GED fix parameter® GED GED fix parameter®
-9.66*10° 2.08*10% -1.66*10" 1.40*10%+ -6.43*10° 3.14*10%
Ho (6.44*107) (4.75*10%) (3.50%10°) (6.75*10°%) (3.60*10°) (8.80*10°%)
-2.02*10° -0.2114* -0.0281* -0.2411* -1.55*10° -0.1820*
h (0.0007) (0.0128) (0.0046) (0.0169) (0.0022) (0.0211)
-2.26*10° -0.0470* -0.0001 -0.4448* 1.20*10° -0.0585*
. (0.0003) (0.0113) (0.0018) (0.0166) (0.0016) (0.0152)
-4.1760* -3.676* -5.9937* -2.6844* -3.9194* -5.2307*
o (0.2385) (0.1107) (0.4332) (0.1569) (0.2811) (0.1979)
0.6353* 0.6735* 0.4697* 0.7662* 0.6586* 0.5273*
A (0.0221) (0.0129) (0.0402) (0.0141) (0.0261) (0.0183)
0.2893* 0.1084* 0.3715* 0.1113* 0.2338* 0.0789*
4 (0.0236) (0.0083) (0.0381) (0.0111) (0.0307) (0.0187)
0.5645* 0.3863* 0.6404* 0.3127* 0.5722* 0.5138*
% (0.0266) (0.0101) (0.0421) (0.0176) (0.0339) (0.0217)
0.6050* 1.5+ 0.5689* 1.5 0.6732* 1.5
¢ (0.0066) (0.0085) (0.0095)
LL 36295.07 34065.98 20732.55 19343.90 15592.18 18751.
AlC -8.201 -7.697 -8.385 -7.824 -7.983 -7.553

Notes: Standard errors are reported in parenttiedes corresponding parameter estimatgsis the scale parameter. LL is the value of Loglltkood function, and AIC is the Akaike

information criteria.
2The scale parametef is exactly equal to 1.5.

* ** indicate rejection at the 1% and 5% significzs level.
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For the sake of consistency, the lag length (psehdor the AR process in the mean
equation (i.e. Eg. 27) is the same lag length presho used in the GARCH
estimation. The autoregressive coefficienmts and 77, in the conditional mean
equations of model with fixed parameter of GED sfpestions analyzed in this
study are mostly statistically significant at th# level, strongly indicating that the
intraday percentage changes in the futures retaams be predicted using past

intraday returns in the Turkish derivatives maftket

The estimate off, evaluates the persistence of shocks. For eachibdittm
models g, values are positive and highly significant at 19é level for each period
thereby implying that volatility is stationary, bomostly persistent. The magnitude of
the coefficient reveals that the degree of penscgtas low, ranging from 0.4697 to
0.7662, in case of ISE-30 index future, as se€hainie 11. For shock persistence to
exist, the coefficient ong, should be close to one. The leverage effect tegnasd

@ in EGARCH model are statistically significaifhe coefficientg allows for the
asymmetric response to positive and negative pri@nges (bad news and good
news) in the conditional variance. A negative vatieg means that a negative
return shock or surprise tend to increase vohatitiiore than a positive one of the
same magnitude in the immediate future. Howevee, @inthe most striking results
emerging from the estimations is that while testimgleverage effect, the coefficient

of the asymmetric termyg, is positive in all the periods, implying that tbgistence

9 An AR specification in mean equation should adégjyacapture all serial correlation to make sure
that all residuals are white noise. According te tasults, the AR coefficients in the model arelsma
indicating that the serial dependence of the sésiagak.
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of leverage effec is not observed in returns of the ISE-30 indexifess. Therefore,
the EGARCH models results do no reveal any asymoetiatility effects in ISE-

30 index futures under each GED specifications ahn geeriod.

To further examine whether trading volume can helpredict the future dynamics
of the volatility, AR(2)-EGARCH(1,1) model is empley by including the trading

volume factor.

¥ The asymmetric response is consistent with therfge effect in which good news increases ISE-
30 index futures prices, so decreasing leverages. [€ads to lower volatility and a lower requireder
of return.
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Table 12: AR(2)-EGARCH(1,1) Model Estimation with Trading Volume

Panel A: 04.01.2007-21.03.2008

Panel B: 04.01.2007-06.09.2007

(Pre-extension Period)

Panel C: 07.09.2007-21.03.2008

(Post-extension Period)

GED GED fix parameter® GED GED fix parameter® GED GED fix parameter®
4.11*10° 1.63*10% 1.23*10° 1.28*10™* 1.35*10° 2.37*10™
Ho (3.33*107) (4.54*10°) (1.93*107) (6.04*10°) (2.96*10°) (7.94*10°)
-0.0438* -0.2032* -6.38*107 -0.2191* -1.17*10° -0.1808*
h (0.0003) (0.0117) (0.0001) (0.0145) (0.0022) (0.0198)
2.60*10° -0.0497* -1.51*10° -0.0453* 3.62*10° -0.0596*
& (0.0002) (0.0090) (0.0002) (0.0139) (0.0012) (0.0132)
-4.0073* -4.9310* -5.821* -3.0571* -4.3952* -5.7853*
%o (0.2401) (0.0732) (0.4189) (0.1017) (0.2987) (0.2184)
0.6544* 0.5626* 0.4861* 0.7362* 0.6155* 0.4799*
A (0.0222) (0.0066) (0.0388) (0.0092) (0.0277) (0.0203)
0.2646* 0.1222* 0.3608* 0.1298* 0.2169* 0.0945*
4 (0.0238) (0.0112) (0.0379) (0.0110) (0.0235) (0.0204)
0.5528* 0.4724* 0.6581* 0.3576* 0.6204* 0.5591*
& (0.0272) (0.0138) (0.0432) (0.0153) (0.0363) (0.0241)
w -0.1071* -0.2725* -0.1359* -0.2279* -0.1169* -0.2671*
(0.0175) (0.0041) (0.0259) (0.0052) (0.0257) (0.0076)
0.6465* 1.5+ 0.5984* 1.5 0.6711* 1.5
¢ (0.0074) (0.0098) (0.0107)
LL 36228.30 34323.50 20663.71 19504.27 15606.81 13852.
AlC -8.186 -7.756 -8.357 -7.888 -7.989 -7.604

Notes: Standard errors are reported in parenttiedes corresponding parameter estimaigsis the scale parametdy/ represents for trading volumiel is the value of Log-likelihood

function, and AIC is the Akaike information criteri
2The scale parametef is exactly equal to 1.5.

* ** indicate rejection at the 1% and 5% significzs level.
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The results of the tests conducted to examine thigyadf detrended trading volume
to predict the future dynamics of return volatdgi in the conditional variance
specifications are reported in Table 12 using th€2AEGARCH(1,1) model. The

coefficient 8, which measures the degree of persistency is pesitid significant at
1%. As expectedp, slightly decreases once the traded volume is deduin the

EGARCH specification for the conditional varianc&his shows that the trading
volume has a relatively small impact on the coédfits of the volatility. Therefore,
trading volume seems to affect the conditional tiitha of the price formation,

although at a slow rate. The variable of interegt iand this coefficient of detrended

trading volume is negative and significant at 1% dach period and distributions.
Therefore, trading volume possesses some informatioch is useful in predicting
the future dynamics of return volatility. Accordiggin thinly traded and highly
volatile emerging markets, infrequent trading caause prices to deviate
substantially from fundamentals. An increase in thmember of traders and
speculative trading activity will realign prices tivifundamentals, leading to more

efficient prices and lower volatility.

The estimates of the parametgrare significant at 1%ut positive in all periods
under each GED specifications. The leverage effeatcounted if the coefficierg

is less than zero, where a negative return shoskiqarise seem to increase volatility
more than a positive shock or surprise. Contrampéoexpectations, there seem to be
no leverage effects on the ISE-30 index futurestreots with the inclusion of
trading volume variable to the variance equatiorthes coefficient is statistically
positive. As such, bad news regarding ISE-30 indéxres contract cause a smaller

increase in volatility than good news of the sanagmnitude.
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The final step is to investigate the volatility diet ISE-30 index futures with
TGARCH model. By following the same procedure un@&D specifications, the

following results for AR(2)-TGARCH(1,1) are reportedTable 13,

1 The TGARCH(1,1) model under Gaussian distributiives not converge after 500 iterations.
Therefore, it will not be possible to report theuiks.

123



Table 13: AR(2)-TGARCH(1,1) Model Estimation

Panel A: 04.01.2007-21.03.2008

Panel B: 04.01.2007-06.09.2007

(Pre-extension Period)

Panel C: 07.09.2007-21.03.2008

(Post-extension Period)

a

GED GED fix parameter® GED GED fix parameter® GED GED fix parameter

4.50*10° 1.22*10%* 1.95*10" 1.09%10* 7.25*10° 1.31*10%

Ho (1.19*10°) (5.68*10°%) (4.12*10°) (7.32*10°% (2.87*10°) (9.23*10°%)

-3.19*10° -0.1920* -0.0372* -0.2193* -2.81*10° -0.1537*

h (0.0019) (0.0141) (0.0061) (0.0188) (0.0028) (0.0215)

1.43*10° -0.0449* -9.49*10° -0.0478* -5.66*10" -0.0427**

. (0.0011) (0.0117) (0.0020) (0.0164) (0.0008) (0.0192)

9.83*10° 1.05*10% 1.08*10% 9.43*10% 9.03*10°% 1.20%10%

o (5.17*107) (2.54*107) (6.96*107) (4.64*107) (7.41*107) (3.60*107)

1.2339* 0.3956* 1.1613* 0.3749* 0.8754* 0.4166*

o (0.1599) (0.0268) (0.2527) (0.0259) (0.1307) (0.0394)

0.267* 0.4126* 1.6433* 0.4394* 0.3482* 0.3848*

A (0.0212) (0.0136) (0.0295) (0.0422) (0.0313) (0.0180)

P -0.926* -0.2484* -1.4142* -0.2839* -0.5450* -0.2207*

1 (0.1616) (0.0268) (0.2519) (0.0423) (0.1386) (0.0440)
0.613* 0.5686* 0.6773*

¢ 1.5* 1.5* 1.5*
(0.0061) (0.0082) (0.0098)
LL 36308.08 34068.94 20727.85 19297.06 15612.67 1a982.
AlC -8.204 -7.698 -8.384 -7.805 -7.994 -7.569

Notes: Standard errors are reported in parenttiedes corresponding parameter estimatgsis the scale parameter. LL is the value of LogHii@od function, and AIC is the Akaike

information criteria.
2The scale parametef is exactly equal to 1.5.

* ** indicate rejection at the 1% and 5% significzs level.
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The persistence of volatility, measured/®yis generally quite low for each period

and indicates stationary persistence. It is appdhen volatility persistence is higher
when GED with fixed parameter is used for the TGAR@bWel. It seems that the
asymmetric model tends to possess better foregastbility with a fatter tail

distribution, indicating the superiority of the GED describing the data series.

TGARCH model implies that positive newsiahterval has an impact af, on the
volatility at i +1, while negative news has impact @f, +8,). The presence of a
leverage effect would imply that the coefficieitis positive that negative news has
a larger effect on volatility than positive one.wver, theg, estimates that are used

to capture the asymmetry are all negative and fetgni under GED with fix

parameter. From the variance equation, it can e &t when return decreases, the

impact of 2, on o;,, measured bya, +6)), is positive. On the other hand, when

the return increases, the impact should onlyrbevhich is greater thaga, +6,) in

this model, indicating the absence of a leverafgref

The estimated coefficients of the AR(2)-TGARCH(1,19del defined previously
with the inclusion of detrended trading volume atlds an additional explanatory

variable in the conditional variance equation a@orted in Table 14.
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Table 14: AR(2)-TGARCH(1,1) Model Estimation with Trading Volume

Panel A: 04.01.2007-21.03.2008

Panel B: 04.01.2007-06.09.2007

(Pre-extension Period)

Panel C: 07.09.2007-21.03.2008

(Post-extension Period)

Normal GED GED fix Normal GED GED fix Normal GED GED fix
parameter® parameter® parameter®
0.0002 -4.91*10% -1.28*10% -1.74*10% -5.29*1 0% -4.40%10% -1.58*10% -1.63*10% -1.34*10%
Ho (0.0002) (0.0002) (0.0001) (0.0003) (0.0002) (0.0001) (0.0003) (0.0003) (0.0002)
-0.4804* -0.4821* -0.4812* -0.5026* -0.5028* -0.4953* -0.4597* -0.4598* -0.4704*
' (0.0324) (0.0318) (0.0223) (0.0432) (0.0427) (0.0234) (0.0443) (0.0445) (0.0325)
-0.1872* -0.1869* -0.1864* -0.1874* -0.1873* -0.1831* -0.1881* -0.1881* -0.1876*
& (0.0361) (0.0349) (0.0237) (0.0467) (0.0458) (0.0238) (0.0496) (0.0497) (0.0349)
4.66*10° 4.31*10°% 3.31*10% 3.60*10° 3.53*10°% 1.64*10%* 4.81*10% 4.82*10° 3.89*10°
o (9.24*107) (1.46*10°) (1.08*105) (3.38*10°) (3.31*10°) (1.39*10°) (4.94*105) (5.46*10°) (4.33*105)
0.1441* 0.1491* 0.1475* 0.1514* 0.1519* 0.1430* 0.1467* 0.1468* 0.1465*
o (0.0225) (0.0195) (0.0281) (0.0235) (0.0211) (0.0153) (0.0509) (0.0539) 0.0534
0.5954* 0.5985* 0.5886* 0.5981* 0.5971* 0.5849* 0.5883* 0.5889* 0.5844*
A (0.0382) (0.0112) (0.0139) (0.0333) (0.0359) (0.0298) (0.0438) (0.0443) (0.0476)
P 0.0457 0.0491 0.0488 0.0485 0.0491 0.0451 0.0486 0.0487 0.0484
1 (0.0071) (0.0366) (0.0428) (0.0659) (0.0739) (0.0406) (0.0636) (0.0649) (0.0701)
W -1.79*10 -1.66*10°* -1.26*10% -1.39*10% -1.36*10% -1.64*10% -1.98*10% -1.99*10° -1.59*10°
(8.55*10%) (3.03*107) (2.21*107) (5.05*107) (5.54*107) (0.0000) (2.49*107) (7.09*107) (2.96*107)
1.991* 1.985* 1.991*
¢ 1.5* 1.5* 1.5*
(0.0085) (0.0133) (0.0157)
LL 30030.85 30235.86 32128.23 17241.01 17285.52 18887. 13153.57 13153.76 13888.17
AIC -6.785 0832 7259 -6.972 -6.990 -7.638 -6.734 -6.736 -7.110

Notes: Standard errors are reported in parenttieses corresponding parameter estimatgss the scale parametél/. represents for trading volumel is the value of Log-likelihood
function, and AIC is the Akaike information criteri The scale parametef is exactly equal to 1.5. *, ** indicate rejectiabthe 1% and 5% significances level.
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The coefficien3,, which measures the volatility persistence, is quigh under

AR(2)-TGARCH(1,1) model with Gaussian distributiomlaGED as compared to the
model without trading volume. Therefore, includingading volume in the
conditional variance equation does not result necuction of volatility persistence

for ISE-30 index future contract. The coefficientdstrended trading volumey, is

negative and significant at 1% for each period disttibution which is similar with
the previous GARCH and EGARCH models’ findings. Thevgailing negative
relationship between trading volume and volatitityring each period reinforces the
prior findings — variance decreases with an inaeadrades and prices are adjusted
through speculative trading. Indeed, in emergingkets, transactions are made
through a broker. Brokers gather and process irdoon from market sources
regarding transactions that have taken place inntla@ket, and then this information
is then passed on to a trader (buyer or seller)trAding volume in the market
increases, one would expect more information tauzlable in the market which, in
turn, would improve market transparency and reduceertainty and market

volatility. Asymmetry, measured b§,, is positive, as expected, but not significant in

all periods indicating no leverage effect.

Preliminary evidence presented as previously pamisthat the intraday Turkish
futures returns violate the assumption of normaktyd exhibit excess kurtosis
beyond that permitted by the normal distributioe,,ithey are leptokurtic. In this
study, GED uniformly provides better results, givbe results of the preliminary
evidence concerning the distributional propertidstlee intraday Turkish data.
Moreover, the minimum Akaika Information CriteridIC) and maximum log-

likelihood values as model selection criteria destaie the fact that EGARCH
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models better estimate the series than the tradit@ARCH. However, the findings
indicate that there is no asymmetry in the ISE-86ek futures. Therefore, the
absence of leverage or asymmetric effects indicaélbes GARCH(1,1) model
performs better than most rivals in terms of fostica volatility of the ISE-30 index

futures.

In general, the results of conditional volatilityodels used in this research, GARCH,
EGARCH and TGARCH models do not support the MDH. 8itie signs of trading
volume parameter are estimated to be significantgative and the volatility
persistency cannot be eliminated when includingitiga volume into the processes
under each distribution specifications, the MDHhad the appropriate proposition to
explain the GARCH effects on ISE-30 index futureslatility. However, the
existence of a negative relationship between tiadimlume and volatility is better
explained by the Sequential Information Arrival Hipesis of Copeland (1976) and
Jenning<et al. (1981). This can be partially attributed to anfficeent infrastructure

in the market. Indeed, it is more likely that ineturkish derivatives market,
dissemination of information is asymmetric sucht timially only well informed
traders take positions. As information is sequdgtimansmitted from trader to
trader, less informed traders also take positi@insincrease in the number of traders
and speculative trading activity will realign pricevith fundamentals, leading to
more efficient prices and lower volatility. As asudt, it may be expected to observe
that, in emerging markets, variance would decred@tie an increase in trades and

prices adjusted through speculative tradings.
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6.3. Diagnostic Tests

A best-fitted GARCH model should capture all dynaraspects of the conditional
mean and variance. The estimated residuals shouldebally uncorrelated and
should not display any remaining conditional vdityti To test the adequacy of the
mean and variance models, Ljung—Box Portmantedstatistics can be performed.
Insignificant test statistics indicate that the cmotrelation in the residuals and
squared residuals has successfully been removecadvier, Engle's ARCH-LM test
is used to see whether or not the conditional bskedasticity that existed in the
return time series has been successfully removeds$ess validity of the estimated
models, all the test results for ISE-30 index fatucontract are represented in Table

15.a, 15.b and 15.c.
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Table 15.a: Diagnostic Test Results

Panel B: 04.01.2007-06.09.2007 Panel C: 07.09.2007-21.03.2008

Panel A: 04.01.2007-21.03.2008 . . . .
(Pre-extension Period) (Post-extension Period)

AR(1)-GARCH(1,1)

GED GED fix parameter GED GED fix parameter GED GED fix parameter
58.647 46.339 42.712 34.947 36.077 31.516
Q(50)
(0.188) (0.621) (0.758) (0.948) (0.930) (0.981)
0.1543 0.1893 0.2076 0.1976 0.0635 0.0845
Q,(50)
(1.000) (1.000) (1.000) (1.000) (1.000) (1.000)
0.0024 8.58*10° 0.0035 0.0002 0.0004 8.93*10
ARCH(1)
(0.9613) (0.9926) (0.9530) (0.9889) (0.9837) (0.992)
AR(1)-GARCH(1,1) with VOLUME
112.94 47.812 76.920 41.988 61.413 60.294
Q(50)
(0.000)* (0.562) (0.009)* (0.783) (0.129) (0.151)
0.4413 0.2546 0.5274 0.3363 0.2383 0.2083
Q,(50)
(1.000) (1.000) (1.000) (1.000) (1.000) (1.000)
0.1803 0.0001 0.0768 0.0003 0.0909 0.0556
ARCH(1)
(0.6707) (0.9913) (0.7818) (0.9859) (0.7631) (0.8136)

Note: Q(50)and Q,(50)are the Ljung-Box statistics with 50 degrees oédiem based on standardized and squared standarelsiddals, respectively.

The ARCH(1) denotes the ARCH-LM test statistic wal 1.
* indicates rejection laet1% significance level.
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Table 15.b: Diagnostic Test Results

Panel B: 04.01.2007-06.09.2007 Panel C: 07.09.2007-21.03.2008

Panel A: 04.01.2007-21.03.2008
(Pre-extension Period) (Post-extension Period)

AR(1)-EGARCH(1,1)

GED GED fix parameter GED GED fix parameter GED GED fix parameter

66.359 42.551 53.073 34.739 35.196 33.223

Q(50)
(0.061)*** (0.764) (0.357) (0.950) (0.944) (0.967)
0.1121 0.1358 0.1831 0.1790 0.0612 0.0761

Q,(50)
(1.000) (1.000) (1.000) (1.000) (1.0000) (1.000)
0.0050 0.0050 0.0061 0.0042 0.0015 0.0019

ARCH(1)
(0.9434) (0.9432) (0.9376) (0.9485) (0.9695) (0.9650)

AR(1)-EGARCH(1,1) with VOLUME

66.492 61.320 52.543 53.992 43.682 45.471

Q(50)
(0.059)*** (0.131) (0.376) (0.324) (0.723) (0.655)
0.1612 0.2659 0.2694 0.6113 0.0784 0.1268

Q,(50)
(1.000) (1.000) (1.000) (1.000) (1.000) (1.000)
0.0065 0.0134 0.0109 0.0144 0.0020 0.0044

ARCH(1)
(0.9359) (0.9077) (0.9166) (0.9044) (0.9640) (0.9473)

Note: Q(50)and Qs (50)are the Ljung-Box statistics with 50 degrees oéfiem based on standardized and squared standaregiedals, respectively.

The ARCH(1) denotes the ARCH-LM test statistic wal 1.
* indicates rejection e tl% significance level.
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Table 15.c: Diagnostic Test Results

Panel B: 04.01.2007-06.09.2007 Panel C: 07.09.2007-21.03.2008
Panel A: 04.01.2007-21.03.2008
(Pre-extension Period) (Post-extension Period)

AR(1)-TGARCH(1,1)

GED GED fix parameter GED GED fix parameter GED GEDfix parameter

72.109 53.807 60.250 45.316 34.755 32.724

Q(50)
(0.022)** (0.331) (0.152) (0.662) (0.950) (0.972)
0.1439 0.1854 0.1666 0.2109 0.0632 0.0826

Q,(50)
(1.000) (1.000) (1.000) (1.000) (1.000) (1.000)
1.43*10° 0.0031 0.0002 0.0104 8.17*10° 0.0005

ARCH(1)
(0.9970) (0.9558) (0.9877) (0.9185) (0.9977) (0.9818)

AR(1)-TGARCH(1,1) with VOLUME

112.78 109.79 76.420 69.350 60.525 59.176

Q(50)
(0.000)* (0.000)* (0.009)* (0.004)* (0.146) (0.176)
0.3823 0.3218 0.4906 0.3744 0.2041 0.1885

Q,(50)
(1.000) (1.000) (1.000) (1.000) (1.000) (1.000)
0.1006 0.0497 0.0392 0.0025 0.0504 0.0297

ARCH(1)
(0.7511) (0.8235) (0.8431) (0.9602) (0.8223) (0.8631)

Note: Q(50)and Q,(50)are the Ljung-Box statistics with 50 degrees oédiem based on standardized and squared standarelsiddals, respectively.

The ARCH(1) denotes the ARCH-LM test statistic wal 1.
* indicates rejection laet1% significance level.
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The results of diagnostic tests show that GARCH rsodee well specified. Indeed,
for each period and each model, Ljung-Box Portmaantest statistics up to 50 lags
for the squared standardized residuals are fousmgnificant indicating that the
conditional variance equations are correctly spetifln each case, there is no
evidence of additional autocorrelation in the sgdarstandardized residuals,
indicating that the chosen model specification ptes an adequate fit. Also, when
the variance equation is correctly specified, trareuld be no ARCH effect left in
the standardized residuals. ARCH-LM statistics nested for the presence of
autocorrelation in the standardized residuals cargject the null hypothesis of no
autocorrelation at the conventional levels. Theesftite test results indicate that the
conditional heteroskedasticity has been succegsfaeihoved that existed when the
test was performed on the pure return series. Coesely, all the GARCH models
adequately capture the persistence in volatilitg #rere is no ARCH effect left in

the residuals from the models.
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CHAPTER 7

INTRADAY TRADING BEHAVIOR

Intraday market behavior is an area of interestréad under market microstructure
literature. It is vital for market participants andademics and requires an extensive
and rigorous examination. The availability of tickdick transaction level data
enables researchers to investigate intraday tradatterns. In order to find more
detailed characteristics of price and volume setias patterns of intraday returns,
volatility and trading volume are investigated khdaion to the previous empirical

evidence.

This section reveals the empirical characteristidh® intraday pattern in the ISE-30
index futures series in 15-minute intervals. Theaitddy patterns of ISE-30 index
futures are captured by dividing the trading day i25 and 26 15-minute intervals
before and after September 7, 2007, respectivélynihute measurement intervals
are chosen since this period is considered to Ibg lenough to capture the
microstructure effects, and has been used in pusviesearch (Chargt al., 1995;
Abhyankaret al., 1997). By moving towards higher frequency in treddata, the
results become more informative. It is well knowmatt trading activity is not
constant across the trading day. High-frequenayetisaneed short-term or intraday
price volatility and volume information on finantiassets to make a profit in a

trading day. In major markets, heavy trading attivé recorded in the earlier and
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later trading hours rather than around the middeaydérsen and Bollerslev, 1997a,
1997b; Woodet al., 1985). The pattern of 15-minute intraday returrnatiity and
volume averages of the ISE-30 index futures actless308 trading days are plotted

in Figure 6 to examine how the trading friction ebas across the trading day.

The intraday returns display a similar pattern botpre- and post-extension periods
and appear to show a smooth pattern at the opamdgnd of the morning session.
However, high returns are observed between 105 H.:00 a.m. and 11:15 a.m.-
11:30 a.m. in the morning session. A similar tergefor a smooth pattern at the
opening of the afternoon session is broken withghtsfall between 14:45 p.m. and

15:00 p.m., but rises again during the 15:00-1%18. period. During the trading

day, the highest and lowest return is experienogatds the end of the afternoon
session. While the lowest return, about -0.10%biseoved between 16:00 p.m. and
16:15 p.m., at the time of the opening of the USkeis, the highest return, around

0.14%, occurs in the Turkish derivatives market leetw16:15 p.m. and 16:30 p.m.

In the empirical studies regarding market micradtice, the focus is mainly on the
deterministic pattern of intraday volatility, whide computed as squared returns.
The high volatility at the beginning of the day dlédwed by a high spike in the
middle of the morning session from 10:15 a.m. t®Q@X.m. The opening interval of
the afternoon trading session of TurkDEX, howeveresdoot display the high
volatility of the opening interval of the morningssion. This indicates that traders
are very active at the opening as they engageamms#ctions to benefit from the
information asymmetry related to the overnight m@ding period, the primary
driving force for widening volatility at the opemjrsession. When the market opens,

this information advantage reflects on prices, raus larger volatility during the
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opening compared to off-trading period. There isn@ath pattern in the middle of
the day. During the 14:45 to 15:15 p.m. time slatlatility increases and peaks
around 16:30 p.m. towards the end of the trading becreases in volatility are also
apparent between the hours of 16:00 p.m. and %180, when trading takes place
simultaneously in the European and US markeBxcluding the last 30 minutes of
trading, the volatility follows a U-shaped pattevith two peaks during the afternoon
session. After the Turkish stock market closes, iBarkierivatives market remains
open for additional 10 minutes. The sharp decreaselatility at the end of the day
occurs when the stock market is closed. The opgiegs are more volatile than the
closing prices, which supports the trading haltdtigpsis formulated by Huareg al.

(2000).

After September 7, 2007, trading hours at TurkDEXemextended from 9:15 a.m.-
16:40 p.m. to 9:30 a.m.-17:10 p.m. However, thelifigs show that the extended
hours were not very effective since the tradingvagtfrom 16:40 p.m. to 17:10 p.m.
is much lower compared to the rest of the day. diditeon, volatility is also
significantly lower during the extended hours. T6pdm. remains the effective close,
even after the trading hours were extended, ardinldicates that investors tend to
close their positions in derivatives market befibre stock market closes. Therefore,
a more pronounced spike appears at the end ofrddéngy day. These findings
confirm that the period following the opening antumediately before the end of the
trading are periods of particular stress and reqparticular attention. Therefore, the

intraday pattern of volatility depicts an inversgationship with trading volume.

2 The increase in volatility around the openingsttaf major markets might also be related to the
systematic release of news at that time. For igstadS economic data are typically announced at
8:30 a.m. New York time.
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The intraday pattern in trading activity implies ttti@e information content in prices
differs in various periods of the trading day. ®noformation is incorporated into

prices at least partly through trading, a periothigh trading volume would produce
more informative prices than a period of low trafdiactivity. Average trading

volume starts with a low level and increases towdih@ end of the morning session.
After the lunch break, the trading volume reachigh tevels between 14:15 p.m.-
14:30 p.m. and 15:45 p.m.-16:00 p.m., but it carem to fall at the end of the
afternoon session. While the trading volume shadpbps at the end of the trading
day, the downtrend is higher in post-extensionquerAs the market closes, traders
feel a need to close their positions or rebalahed tportfolios before the trading

period ends in order to minimize the risk of camgitheir positions overnight.

However, the evidence is not consistent with thgollyesis that some of the trading
activity near the close is driven by the act ofisgtbuting the risks associated with
high overnight volatility because trading volumegkes the highest level around

16:00 p.m., a period of one hour before the derkieatmarket closes.

Consequently, as indicated in Figure 6, there isegative relationship between
trading volume and volatility in the intraday patte, consistent with the empirical
results in previous section. While the intradayliimg volume pattern decreases, the
volatility increases. This negative relationshipwetn volume and volatility for the
emerging markets is supported by the SIAH of CaplEd976) and Jennings al.
(1981). Indeed, it is more likely that in emergimgarkets, dissemination of
information is asymmetric and initially only weldormed traders take positions.
After a series of intermediate transient equilip@afinal equilibrium is reached

resulting in lower volatility (Girard and Biswasp@7). Also, the Foucault (1999)
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model explains that during a period of high undetya(high volatility) the trading

volume may be reduced by the limit order tradetistuale.
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Figure 6: Intraday Trading Patterns
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trading volume for each 15-minute interval for IS&index futures.
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CHAPTER 8

SUMMARY AND CONCLUSIONS

The derivatives markets have been the most dynafad dinancial markets. The
rate of change in derivatives has accelerateddenteyears. Volatility estimates are
required for efficient pricing of derivative sedigs as well as for the effective use of
these securities in managing and hedging risk. &vtdrivatives markets display
high speeds of adjustments, studies based uponataskrvations may fail to capture
information contained in intraday market movemeMsreover, because of modern
communications systems and improved technologyatMity measures based on
daily observations ignore critical information cenging intraday price patterns. The
timing and frequency of order and trade arrivaisycanformation on the state of the
market and play an important role in market miawggure analysis for the modeling
of intraday volatility. The availability of high-fopiency datasets and the necessary
computing power for their analysis have only becawailable in the last decade.
Recently, there has been a surge of interest arfinagce scholars to study both
empirical market microstructure and the statistiealalysis of high-frequency
financial data of emerging derivatives markets Whptay an increasingly important
role and shed new light on global financial mark&sspite the importance of high-
frequency dataset, the past literature focusinghis topic is still inadequate for

emerging derivatives markets.
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With the recent steady expansion in most derivatiexchanges in emerging
markets, the Turkish derivatives market has exhibitanarkable growth. As high-
frequency datasets become available, more acamadels can be derived to benefit
from the information embedded in intraday prices tbé Turkish Derivatives
Exchange, which is an interesting developing finananarket to examine.
Therefore, this research will improve the understamdof Turkish derivatives
market thoroughly and systematically by investiggti the time-varying
characteristics of most actively-traded and ligasdet, ISE-30 index futures, in order
to improve estimation of intraday volatility. Itsal provides an important opportunity
to add to the accumulated evidence to the prevatudies by employing intraday
dataset. This study contributes to finance litegtoy filling in some of the major
gaps that remain.

The empirical analysis of this study is based ommladte intraday ISE-30 index
futures data over the period from January 4, 2@0®arch 21, 2008. In order to
examine the stability of the results, the data isetlivided into pre- and post-
extension periods consistent with its extendedrabours after September 7, 2007.
The results of the statistical analysis will be use@valuate the empirical evidence
in support of the competing theories about thetimahip between asset returns and
trading volume and to guide the search for appat@iGARCH model specifications
in the high-frequency setting.

The gaps identified in this study are of great digance from both academic and
empirical perspectives. The primary contributiontigt it constitutes the first
detailed study of intraday trading patterns behawiolSE-30 index futures in the
Turkish derivatives market, to the best of authdawwledge. Using a unique

dataset, the empirical evidence provides some suppothe implications of the
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model. In particular, the unique behavior assodiatéh this contract regarding the
market closure theoty is that trading volume is concentrated at the opeand
close. This situation may be explained by the alserfdrading during the night.
The accumulation of information during the eveningl aat opening can induce
trading. Hence, the adjustment of portfolios at dpening gives an intuition of the
result. While in pre-extension period futures markegan opening 15 minutes
earlier than the stock market, in post-extensiamogethe opening sessions for both
markets started at the same time. In pre-extenpiemod, investors tended to
increase their trading during the early sessiotheffutures market, preceding the
opening of the stock market. However, this increasetrading volume was
accompanied by a decrease in the return volatditying this opening session.
Furthermore, opening session prices during the-gxtsinsion period have trading
behaviors similar to those of the pre-extensionggetOn the other hand, the futures
market continues to trade for another 10 minutesr #fie stock market closes for the
day, both in pre- and post-extension periods. Tradiotivity reaches the highest
level at the close of the stock market and dropssistently until the close of the
futures market. The clustering of trading arounddtoek market close is due to the
desire of investors to exchange their exposurerit®e hanges when the market is
closed. The results are also in line with the perintheoretical market

microstructure literature and the notion that thiggte information modéf and the

*3 The model of periodic market closure is presente8tock and Kleidon (1992) who proposed two
explanations for higher transactions demand abfifen and the close of the stock exchange. Their
first argument explaining the greater demand tderat open and close concerns the effect of the
periodic inability to trade. Their second argumesiers to the ability to trade on an alternate ratik

the primary market is closed.

** Admati and Pfleiderer (1988) and Foster and Viswizara (1990) developed private information
microstructure models to analyze intraday volatipgtterns. In their models, systematic patterns in
volatility appear when there is a convergence aditrg activities of both the informed and liquidity
traders during certain intervals such as the osiehjefore the market closes or when the marketpen
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contagion modé? play important role while explaining the intradaghavior and
trading activity of ISE-30 index futures contraPrivate information-based trading
increases trading volume, however its effects odiatiiby is not determinate under
stock market closure because the loss of informatiansmission from the stock
market reduces the rise in futures’ volatility cadidy privately informed trading.
Moreover, the contagion model suggests that futtreefers make trades according
to the information available for stock prices arduihe stock market close (see
Changet al.,1995; Fong and Frino, 2001). Accordingly, it ispt@vide evidence that
futures market volatility declines when the stockrket closes. In sum, the results
confirm that reduction in volatility is also conwst with the private information
hypothesis and the contagion model. One reasomaplanation for the assertion of
the private information hypothesis is that invest@an better use their private
information during the early trading on the futunearket when no activity occurs in
the stock market to help reveal the stocks’ intcinslue. On the other hand, the
results for the closing session suggest that invgsbehavior has not been altered by
the stock market closure at the end of the tradiag. In addition, the volatility
patterns are not associated with times of high melon the Turkish derivatives
market.

Another possible contribution of this paper is tbemprehensive analysis of
characteristics of high-frequency series and iryaeblatility dynamics of the ISE-
30 index futures contract using 15-minute time rvae subsequences. Various
GARCH specifications are proposed in order to ptedonsistent volatility filters in

higher precision for the characteristic of condiafly heteroskedastic data. Although

> The contagion model, which was developed by Kind Wadhwani (1990), states that trading in
one market can affect the price behavior in otledsited markets because traders’ decisions will be
influenced by observation of the primary market'e@ behavior. Therefore, price movements in one
market affect those in related markets.
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the GARCH methodology has been used extensivelynamleling financial time
series, index returns in particular, to the authibest knowledge, a detailed study of
application of the GARCH methodology to intradaturas of derivatives in Turkey
has not been undertaken. The relative performancaltefnative volatility and
distribution specifications indicates that the GARC,1) model under GED
assumption is found to generate more accurate a&ssof high-frequency ISE-30
index futures returns, based on 15-minute interdals over the asymmetric ones.
An empirical estimation of GARCH(1,1) model indieat that the conditional
distributions exhibit persistence, with volatiliof recent news highly impacting on
current volatility of ISE-30 index futures under GHEpecifications. This finding
specifies that volatility reacts quite intensely toarket movement; therefore
volatilities tend to be more spiky, thus supportihg findings of Alexander (2001).
In addition, the phenomenon of the predictive aswtnynof volatility has been
examined for intraday returns of the ISE-30 indexurfes, indicating that the
existence of leverage effect is not observed in iBarkerivatives market. While the
leverage effect appears important for larger dailyweekly return shocks, it does not
seem important for intraday return shocks that armealler in magnitude.
Alternatively, the inability to detect the asymmeteffect in high-frequency data
may merely reflect the increased level of noisd tmaeps in the higher frequency
return data.

This study makes also a first attempt to investigiageintraday relationship between
volatility and trading volume on ISE-30 index fudgrat 15-minutes intervals. In line
with Tauchen and Pitts (1983), the empirical findingdicate a negative and
significant relationship between trading volume amlatility of ISE-30 index

futures, suggesting that increases in trading iégtlead to a reduction in market
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volatility. This was attributed to thin trading, whi implies that an increase in
trading activity causes price transparency andilgtabFurthermore, the volatility
persistence also remains in intraday return s&ri#sn each pre- and post-extension
period. Thus, the inclusion of trading volume as explanatory variable in
conditional volatility does not reduce volatilitggsistence, which is consistent with
previous studies such as Najand and Yung (1998nset al. (1996), Cheret al.
(2001), Rahmaret al. (2002). These findings help deepen our understgnofirihe

Turkish derivatives markets, which form an importac&demic topic.

Utilizing data recorded at low frequencies overralgnged period, ranging from
January 4, 2007 through March 21, 2008, and congistf 2.5 million observations
is the last contribution of this study. The datasetuperior to those commonly used
in studies of Turkish derivatives market in thatantains all transactions rather than

only those which involve a change in price.

8.1. Empirical Implications

High-frequency data provides solid potential to theestors, market participants,
policy makers and researchers by facilitating apdeainderstanding of financial
markets. By using high-frequency data, the behasfomarket participants can be
investigated contemporaneously as they trade, réthe analyzing their behavior at
the end of the day, week or month. Because of étare of the information flow rate
and its integration into markets, the study of thehavior of intraday trading
activities in financial markets has become impegatSafety and transparency, and
operational efficiency could be enhanced along @noand successful empirical
models helping the derivatives market to becomen eseffer and more efficient.

Portfolio managers and other market participantsukh be aware that returns,
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volatility and trading volume are simultaneousiytetmined. The significance of
intraday trading dynamics of volatility and tradimglume would appear to validate
the reasoning behind the investment strategy ofynmaarket participants, as this
wealth of data allows greater insights into thersterm behavior of financial

markets.

Volatility of elements such as asset pricing, aaietation and risk management is a
key component of the fundamental problems in mod&nmance. Therefore,
understanding the dynamics of volatility is cruchblatility receives a great deal of
concern from policy makers and market participdmsause it is perceived as a
measure of risk. Higher volatility in financial nkats raises important public policy
issues about the stability of the markets andrigact of volatility on the economy.
Furthermore, from a theoretical perspective, viitgtplays a central role in the

pricing of derivative securities.

A better understanding of the relation between tiilaand trading volume may
help portfolio managers and market participantgebinformation about derivatives
market dynamics. It may help practitioners deteanrtime trend of derivatives prices
after extreme events. Price and volatility from dmeancial asset are also good
sources of information to the other financial asder practitioners. Information
from the volatility of ISE-30 index futures is ugkin predicting volatilities of the
ISE-30 stock index. One important implication isittlthe derivatives help to make
the market more information efficient. This studigerefore, aims to deepen the
market's understanding of the above issues whilevaktves contribute to market
completeness. However, the findings provide conmopcevidence that trading

volume does not provide valuable information forE4$0 index future prices.
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Portfolio managers should therefore be aware tiadirtg volume itself may not be

enough to determine the future index return.

Consequently, a general conclusion on the overddtiity modeling performance
suggests that the results are consistent with likerétical market microstructure
literature and carry important implications for ffolio managers and market
participants in deriving accurate information abduirkish derivatives market

dynamics.

8.2. Future Research

Although this research has unfolded interestingasson Turkish derivatives market,
there are several issues worth further explorafitwe. results listed above apply only
to the ISE-30 index futures data. It would be ddda to expand the sample by
including stock market instruments traded in IstdnBtock Exchange. Although
ISE-30 index futures traded in TurkDEX is known as thost actively-traded and
liquid asset, research based on ISE-30 stock iriceked in ISE may reveal a
different picture or they may strengthen the rasuéiported in this study. The
relatively narrow applications contained in thisegarch preclude making any general
conclusions. Therefore, extending research to imclstbck market instruments

traded in Turkish stock market would appear to peoaising endeavor.

For further research, even more robust resultsdcbel attained by expanding the
data with the availability of high-frequency datar fother emerging derivatives
markets. Accordingly, similar tests can be condilidie investigate the intraday
volatility dynamics across regions and can be caostgpavith the results of Turkish

Derivatives Exchange.
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