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ABSTRACT

BI-OBJECTIVE ASSEMBLY LINE RE-BALANCING PROBLEM WITH

EQUIPMENT ASSIGNMENT

Şimşek, Elif

M.S., Department of Industrial Engineering

Graduate School of Natural and Applied Sciences

Supervisor: Assoc. Prof. Dr. Selin ÖZPEYNİRCİ

January 2018, 52 pages

In this thesis, a bi-objective assembly line re-balancing problem with equipment assignment

is considered. We are given assignment of tasks to workstations with required tools and a bal-

anced assembly line. Any disruptions in one or more workstations make the current solution

infeasible. The tasks should be reassigned to the remaining workstations with required equip-

ment. We may need to purchase new equipment if the required equipment of some tasks do not

exist on the workstations they are assigned to. We consider two objectives while re-balancing

the assembly line: minimizing cycle time and minimizing cost of purchasing new equipment.

The aim of this study is to generate efficient solutions and determine the most preferred solution.

All non-dominated objective vectors are generated using two methods: Traditional ε-Constraint

Method and Augmented ε-Constraint Method. An algorithm that works interactively with the

decision maker is used to find the most preferred solution. Computational experiments are

carried out in order to measure the performance of suggested methods and the solutions are

reported.

Keywords: Assembly Line, Assembly Line Re-balancing, ε-Constrained Method, Interac-

tive Method, Multi-objective Optimization Problem
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ÖZ

EKİPMAN ATAMASI İLE İKİ AMAÇLI MONTAJ HATTI YENİDEN

DENGELEME PROBLEMİ

Şimşek, Elif

Yüksek Lisans, Endüstri Mühendisliği Bölümü

Fen Bilimleri Enstitüsü

Danışman: Doc. Dr. Selin ÖZPEYNİRCİ

Ocak 2018, 52 sayfa

Bu tezde, ekipman ataması ile iki amaçlı montaj hattı yeniden dengeleme problemi ele

alınmıştır. Elimizde gerekli ekipmanla birlikte istasyonlara atanmış işler ve dengelenmiş bir

montaj hattı bulunmaktadır. Bir veya daha fazla istasyonda meydana gelen bozulma elimizdeki

sonucu kullanılamaz hale getirir. İşlerin gerekli ekipmanla birlikte kalan istasyonlara yeniden

atanması gerekmektedir. Eğer işlerin atandığı istasyonlarda gerekli ekipman yer almıyorsa yeni

ekipman satın almamız gerekmektedir. Montaj hattını yeniden dengelerken iki amacımız vardır:

çevrim süresini en azlamak ve yeni alınan ekipmanın maliyetini en azlamak. Bu çalışmanın

amacı bastırılmamış çözümleri yaratmak ve en çok tercih edilen çözümü bulmaktır.

İki yöntem kullanılarak tüm bastırılmamış çözümler yaratılmıştır: Geleneksel ε-Kısıt Yöntemi

ve Artırılmış ε-Kısıt Yöntemi. Yaratılan çözümler arasından en çok tercih edilen çözümü bulmak

için karar verici ile etkileşimli olarak çalışan bir algoritma kullanılmıştır. Önerilen yöntemlerin

performanslarını ölçmek amacıyla deneyler yapılmış ve sonuçlar raporlanmıştır.

Anahtar Kelimeler: Montaj Hattı, Montaj Hattı Yeniden Dengeleme, ε-Kısıt Yöntemi,

Interaktif Yöntem, Çok Amaçlı Optimizasyon Problemi
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1 INTRODUCTION

Assembly line balancing problem is assigning individual processing and assembly tasks to

the workstations. [Pape, 2015] Therefore, the total time required at each workstation is approx-

imately the same and reaching perfect balance is nearly impossible. [Raj et al., 2016] There are

some points to be considered in the assembly line balancing problem:

• There is a required order of tasks, called precedence constraints since sequence of tasks is

restricted.

• There is a production rate needed for designing the line to meet demand.

• The task times may be deterministic or stochastic.

• The line may have serial layout or parallel layout with one-sided or two sided workstations.

• Single model assembly line or mixed model assembly line may be considered.

There are many assembly line balancing studies in the literature from 1955 to present. Al-

though there are many categorization methods for assembly line balancing, the fundamental

classification is based on objective function of the problem. There are two types of assembly

line balancing problems according to the objective function: Assembly Line Balancing Prob-

lem Type I aims to minimize the number of workstations for a given cycle time and is usually

considered before the configuration of an assembly line. [Pape, 2015] However, Assembly Line

Balancing Problem Type II aims to minimize the cycle time for a given number of workstations

for configured assembly lines with a new problem. [Simaria and Vilarinho, 2004] Different ap-

proaches are suggested in the literature to solve the assembly line balancing problem.

There are a few assembly line re-balancing problem studies in the literature whereas there

is practical implementation. Some changes may occur in input parameters such as change in

demand pattern, change in task times, technological restrictions or workstation breakdowns.

Thus, re-balancing of the line is more convenient than balancing problem each time when the

input parameters changes. [Yang et al., 2013]

Multiobjective optimization involves minimizing or maximizing multiple objective functions

subject to a set of constraints. There does not exist a single solution since each objective

should be optimized. Therefore, there exists a set of Pareto optimal solutions. A solution is

called nondominated or Pareto optimal if none of the objective functions can be improved in

value without degrading one or more of the other objective values. [Saif et al., 2014] Example

problems include analyzing design tradeoffs, selecting optimal product or process designs, or

any other application with tradeoffs between two or more conflicting objectives.
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For multi-objective linear programs, a solution is obtained which satisfies the decision

maker’s preferences, and optimization from the decision maker’s point of view is considered.

There are lots of studies in the literature since 1970 and different algorithms are proposed in

order to solve this problem. According to our literature review, particle swarm optimization

algorithm, colony optimization algorithm and genetic algorithm are frequently used to deter-

mine the optimal solutions. [Scholl et al., 1995]

In this thesis, we study a bi-objective assembly line re-balancing problem with equipment

assignment. When one or more workstations are disrupted, the tasks should be reassigned to

the nondisrupted workstations with respect to performance measures. If required, the required

equipment of tasks are purchased to catch the re-balance. After one or more workstations

are disrupted, the tasks on the disrupted workstations have to be moved to the nondisrupted

workstations with their required equipment. Performance measures are cycle time and cost of

purchasing new equipment in this study. Since the problem is a multi-objective problem, if

the cycle time is decreased, the re-balancing cost is to increase. The aim of the problem is

generating the efficient solutions in order to obtain the most preferred solution. We assume

that the utility function of the decision maker is unknown. Therefore, decision maker selects

the optimal solution in the generated Pareto frontier according to his/her preferences.

There are only a few studies about assembly line re-balancing in the literature. Also, after

the literature review, we propose two algorithms to rebalance the assembly line with equip-

ments on the assembly line. Traditional ε-Constrained Method and Augmented ε-Constrained

Method are applied in this study, and their results and performances are compared to each

other regarding the computational study. The cycle time and the cost of equipments purchased

after disruption are minimized during the re-balancing. After the efficient points are obtained

with these methods; the most preferred solution should be determined. The Interactive Method

based on AUGMECON is applied in order to get optimal solution according to the decision

maker’s preferences.

This thesis includes the following sections to explain the assembly line re-balancing problem

with equipment assignment: In Section 2, the related literature on the assembly line balancing

problems, re-balancing problems and multi-objective optimization problems are reviewed. In

Section 3, re-balancing problem is defined and the mathematical model is given. In Section 4,

the Traditional ε-Constrained Method and the Augmented ε-Constrained Method are presented,

respectively. Also, the Interactive method is explained to reach the most preferred solution.

In Section 5, experiment design is given and the results of the computational experiments are

discussed. One problem instance is presented as an illustrative example to show all calculation

procedures. In Section 6, concluding remarks and possible future study are explained.
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2 LITERATURE REVIEW

In this chapter, the studies on assembly line balancing problem and assembly line re-

balancing problem are revival in the literature. Equipment assignment is reviewed for the

assembly line problem. The details of multi-objective problems are searched, and suggested

heuristic methods are analyzed in order to solve these problems.

2.1 LITERATURE ON ASSEMBLY LINE BALANCING

Assembly line balancing problems (ALBP) are called Type I and Type II ALBP. Type I ALBP

is characterized by the minimization of the number of workstations at desired cycle time. How-

ever, Type II ALBP is characterized by the minimization of the cycle time at desired number

of workstations.

2.1.1 TYPE I ASSEMBLY LINE BALANCING PROBLEM

In type I problems, the cycle time and the production rate have to be predetermined. Therefore,

they are more frequently used in the design of a new assembly line since the demand can be

easily forecasted.

[Sarin et al., 1999] consider a single model stochastic assembly line balancing problem for

minimizing the total labor cost and the expected incompletion cost arising from tasks in the

prescribed cycle time. Solution procedure starts with dynamic programming method and con-

tinues with branch and bound method to generate improved solution. After the improvements,

the tasks associated with less workstation have smaller cost values. [Sarin et al., 1999]

[Pape, 2015] considers heuristic methods and lower bounds for solving simple assembly line

balancing problem of Type I. In this paper, 12 heuristics and 9 lower bounds are provided

from the literature is published before 2011. Genetic algorithm, a differential evolutionary

algorithm (DEA), ant colony optimisation (ACO), tabu search method, bounded dynamic pro-

gramming, station-oriented, depth-first, bidirectional branch-and-bound algorithm (SALOME)

and random search are explained with details. Heuristics and lower bounds are compared with

computational results. They improve dynamic programming and a tabu search approach and

conclude that these are also identified as the most effective heuristics. [Pape, 2015]

[Grzechca, 2014] proposes a heuristic in order to reduce the number of workstations and to

improve productivity for different structural problems such as serial line, U-line and parallel

line. Heuristics are based on genetic algorithms, tabu search and simulated annealing tech-

niques. Line efficieny, smoothness index and line time are used and compared for performance

measures. Paralellizing of serial lines reduces the number of workstations according to the cal-
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culation results. [Grzechca, 2014]

2.1.2 TYPE II ASSEMBLY LINE BALANCING PROBLEM

Type II problems deal with the maximisation of the production rate of an existing assembly line.

[Simaria and Vilarinho, 2004] consider a mixed model assembly line problem with parallel

workstations in order to maximize the production rate of the assembly line for a prespecified

number of operators and minimizing cycle time. This study presents a mathematical pro-

gramming model, and an iterative genetic algorithm based procedure is developed to solve the

problem with reflecting zoning constraints, workload balancing and controlling the generation

of parallel workstations by the decision maker. The model also balances the workloads within

the workstations for the different models to be assembled. After the computational calcula-

tions, the heuristic performance is good and there is a slight increase in the workload balance.

[Simaria and Vilarinho, 2004]

[Raj et al., 2016] consider an approach to solve mixed model assembly line balancing prob-

lem with parallel workstations. In the study, genetic algorithm based procedure is proposed in

order to optimize cycle time. The genetic algorithm procedure is run for 100 iterations in the

numerical example. After 16 iterations, there is no change in the cycle time. [Raj et al., 2016]

[Lyu, 1997] proposes the single-run optimization approach that is based on a simulation

model for stochastic assembly line balancing problem. The study considers Perturbation-

Analysis- Robbins-Monro-Single-Run Algorithm (PARMSR) since this algorithm is claimed

to be effective and efficient for these type of test problems. The proposed algorithm has a much

faster execution time than two others. [Lyu, 1997]

2.2 LITERATURE ON ASSEMBLY LINE RE-BALANCING

An existing assembly line has to be rebalanced if there are breakdowns of a workstation on

the assembly line and some changes in the input parameters. The occurrences of variety of

modifications in the input parameters are given below for re-balancing of the existing assembly

line problems:

- Changes in properties of the product, addition or removal of tasks and precedence rela-

tionships.

- Increasing or decreasing of tasks time for adopting new equipments

- Changes in cycle time due to variations in market demand

4



There are a few studies in the literature about re-balancing of assembly lines and these

studies are classified as stochastic and deterministic regarding to the nature of the task times.

2.2.1 LITERATURE ON STOCHASTIC ASSEMBLY LINE RE-BALANCING

[Gamberini et al., 2006], [Gamberini et al., 2009] and [Celik et al., 2014] are considered assem-

bly line re-balancing studies with stochastic task times in the literature. These three studies

review different heuristic methods with parameters and performance measures.

[Gamberini et al., 2006] consider single model assembly line re-balancing problem and de-

velop a new heuristic method that is based on ”Technique for Order Preference by Similarity

to Ideal Solution” and the heuristic approach developed by [Kottas and Lau, 1973] in order to

solve assembly line re-balancing problem. The study deal with the minimization of the unit

labour and expected unit incompletion costs and the minimization of tasks re-assignment. The

study assumes that total expected completion cost is the sum of the total labor cost and total

expected incompletion cost uses the idea of [Kottas and Lau, 1973]. A multi-objective heuris-

tic algorithm is suggested which is incorparated in [Kottas and Lau, 1973] heuristic algorithm

developed for solving stochastic assembly line balancing problems and [Hwang and Yoon, 1981]

algorithm for order preference by similarity to ideal solution. The similarity index is used and

the computational calculations are made due to changes of precedence relationships and the

performance is tested according to 2160 test results. The suggested algorithm provides cost

reduction and increases similarity index. [Gamberini et al., 2006]

[Gamberini et al., 2009] propose a multiple single-pass heuristic algorithm to find Pareto

frontier of the problem. There are two objectives. One objective is optimizing the total ex-

pected cost for a new assembly line, the other is optimizing the similarity between the new line

and the old line. Multiple single-pass heuristic algorithm includes different heuristic procedures

to solve the re-balancing problem. Multi-objective genetic algorithm is developed to compare

with multiple single-pass heuristic algorithm. The experiment results showed that multiple

single-pass heuristic algorithm is more effective than genetic algorithm for obtaining consistent

results in terms of similarity optimisation. [Gamberini et al., 2009]

[Celik et al., 2014] consider a u-line re-balancing problem due to demand variations, changes

in product design or changes in task times. This study proposes an ant-colony optimization

algorithm to solve U-line re-balancing problem with stochastic task times. The objective is

the minimization of total cost which includes task transposition costs, workstation opening or

closing costs and workstation operating cost over a definite planning horizon. After computa-

tional experiments, 6600 re-balancing solutions are obtained, and they fiund that average of

CPU times is equal to different α levels, number of periods and demand varying situations.
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[Celik et al., 2014]

2.2.2 LITERATURE ON DETERMINISTIC ASSEMBLY LINE RE-BALANCING

[Grangeon et al., 2011], [Yang et al., 2013] and [Zha and Yu, 2014] propose heuristic methods

with deterministic task times using different performance measures.

[Grangeon et al., 2011] propose a mixed model assembly line re-balancing problem in an

automative firm. The assembly line manager assigns tasks to workstations using cycle time,

operator time, section length, working height and precedence constraints among the operators.

The study explaines a heuristic solution procedure which has three steps in order to obtain

feasible solution, minimize the number of workstations and improves a feasible solution by

smoothing the workload of the workstations. [Grangeon et al., 2011]

[Yang et al., 2013] address a mixed-model assembly line re-balancing problem with seasonal

demand. This paper concerns reassigning assembly tasks and operators to the workstations

of given cycle time. The objectives are minimizing the number of stations, workload variation

at each station for different models and cost. A multi-objective genetic algorithm is proposed

to solve this problem. The performance of proposed algorithm is tested on 23 problems, and

obtained results show better solutions than the others in the literaure. [Yang et al., 2013]

[Zha and Yu, 2014] study U-line re-balancing problem with respect to minimizing moving

cost of machines and labor cost. A new hybrid algorithm is developed by combining ant colony

optimization and filtered by beam search to solve the problem. In the procedure, each ant

searches several nodes for one step and chooses the best one at a given probability. The pro-

posed algorithm shows effective performance than the others in the literature for solving U-line

re-balancing problems according to computational calculations. [Zha and Yu, 2014]

2.3 LITERATURE ON MULTIPLE OBJECTIVE PROBLEM AND

ε-CONSTRAINT METHOD

There are several studies on multiobjective assembly line balancing problem in the literature.

These types of problems are reviewed in this study and they are briefly summarized with pro-

posed algorithm.

[Yuguang et al., 2016] consider a mixed-model assembly line on which different hull blocks

can be assembled at the same time. The objectives of the problem are minimizing the cycle

time, the static workload variations, the dynamic workload variations and the multi-station

6



associated complexity. The discrete particle swarm optimization algorithm is generated based

on the stratified optimization idea. The performance of the proposed algorithm is examined

over several test problems in terms of solution quality and running time. [Yuguang et al., 2016]

[Wang et al., 2011] proposed genetic algorithms to help designers make decisions on multi-

objective optimization problems to minimize complexity and maximize market share. [Wang et al., 2011]

[Yoosefelahi et al., 2012] study Type II robotic assembly line balancing problem with the

aim of minimizing cycle time, robot setup costs and robot costs. A new mixed-integer linear

programming model is developed to solve the problem. Multi-objective evolution strategies are

run since the problem is NP-hard. The proposed multi-objective evolution strategies are more

efficient according to the computational results. [Yoosefelahi et al., 2012]

[Chutima and Chimklai, 2012] consider a particle swarm optimization algorithm with nega-

tive knowledge in order to solve multi-objective two-sided mixed-model assembly line balancing

problems. The aims are optimizing the number of mated-stations, the number of workstations

and work relatedness, and workload smoothness. After applying algorithm, improved Pareto

frontiers are obtained, but longer computation times are required. [Chutima and Chimklai, 2012]

[Rada-Vilela et al., 2013] presents the configuration of an assembly line problem which is

commonly found in the automotive industry. The objectives of these type of problems are mini-

mizing the number of workstations and the required physical area. Multi-Objective Ant Colony

Optimization algorithm is used to solve the assembly line problem. [Rada-Vilela et al., 2013]

[Saif et al., 2014] consider a single model assembly line balancing problem with uncertain

task times and multiple objectives. The Pareto based artificial bee colony algorithm is proposed

to get Pareto solution for minimizing cycle time, smoothness index and maximizing the proba-

bility that completion time of tasks will not exceed the cycle time. Computational result shows

that the proposed algorithm outperforms NSGA II in terms of the quality of Pareto solutions

and computational time. [Saif et al., 2014]

[Mavrotas, 2009] proposes the Augmented ε-Constraint Method to omit weakly Pareto op-

timal solutions and accelerates the whole process by avoiding redundant iterations. Also, an

interactive approach that is based on AUGMECON is proposed in the paper and the most

preferred Pareto optimal solution is generated. [Mavrotas, 2009]

[Bérubé et al., 2009] deal with bi-objective combinatorial optimization problems with inte-

ger objective values by solving single objective subproblems. Pareto frontier of the Travelling

Salesman Person Problem with profits is obtained to minimize the traveled costs and maximize

7



the collected prize. [Bérubé et al., 2009]
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3 PROBLEM DEFINITION

In this chapter, the problem description, notations and mathematical model are presented.

Consider a single model assembly line. The assembly line is serial with one-sided worksta-

tions. There are n tasks assigned to w′ workstations. After disruption of some workstations

with their equipments, the tasks are assigned to the non-disrupted workstations. Disruption is

defined as machine breakdowns in the workstations. [Celik et al., 2014] Let w be the number

of non-disrupted workstations in the new configuration. There are q equipments required for

assembly lines. Each task requires a subset of equipments to be processed. After disruption,

equipments are assigned to the non-disrupted workstations in the new configuration. If re-

quired, new equipments purchased.

The assembly line is assumed to be deterministic and static. Also, initial configuration of

the assembly line is known. Processing times of the tasks, precedence relations of the tasks,

cycle time and cost of the equipment define the problem data. After disruption, all tasks are

reassigned to remaining workstations with required equipment.

The indices and parameters are defined below:

Indices:

i,h: task index {1, 2, ..., n}

j : equipment index {1, 2, ..., q}

k : workstation index after disruption {1, 2, ..., w}

Parameters:

lij =

1, if task i requires equipment j

0, otherwise

Pih =

1, if task i is immediately performed before task h

0, otherwise

ujk =

1, if equipment j is already exists on workstation k

0, otherwise

ti= processing time of task i

ECj= cost of equipment j

9



We consider a bi-objective assembly line re-balancing problem with the aim of minimizing

cycle time and total cost of purchasing new equipments.

3.1 MATHEMATICAL MODEL

In this section, the bi-objective mathematical model used to solve assembly line re-balancing

problem with equipment assignment is presented.

The following binary decision variables are used in the mathematical model:

xik =

1, if task i is assigned to workstation k after the disruption

0, otherwise

yjk =

1, if equipment j is purchased to be used on workstation k after the disruption

0, otherwise

for i = {1, 2, ..., n}, j = {1, 2, ..., q} and k = {1, 2, ..., w}

In the assembly line re-balancing problem with equipment assignment, we consider the fol-

lowing two objectives:

Minimize CT (1)

Minimize

q∑
j=1

w∑
k=1

ECjyjk (2)

The first objective represents minimizing cycle time and the second objective is minimizing

the cost of equipments purchased after disruption. Constraint sets of assembly line re-balancing

problem with equipment assignment are defined below:

10



w∑
k=1

xik = 1,∀i (3)

n∑
i=1

tixik ≤ CT,∀k (4)

w∑
k=1

kxik ≤
w∑

k=1

kxhk,∀(i, h)‖Pih = 1 (5)

xik ≤ ujk + yjk,∀(i, j, k)‖lij = 1 (6)

xik ∈ {0, 1},∀(i, k) (7)

yjk ∈ {0, 1},∀(j, k) (8)

Constraint set 3 ensures that each task is assigned to exactly one workstation. Constraint

set 4 defines the cycle time (CT ) as the maximum workload among all workstations. Constraint

set 5 defines the precedence relations between tasks i and h. In accordance with constraint 5,

if task i immediately precedes task h, then task i cannot be assigned to a later workstation

than station of task h. Constraint set 6 ensures that a task can be assigned to a workstation if

its required equipment is loaded on that station. Constraint sets 7 and 8 define xik and yjk as

binary variables.
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4 SOLUTION APPROACH

In this chapter, two methods that are used to solve bi-objective assembly line re-balancing

problem with equipment assignment are explained in detail. These methods are Traditional

ε-Constraint Method and The Augmented ε-Constraint Method (AUGMECON) developed by

Mavrotas (2009).

4.1 TRADITIONAL ε-CONSTRAINT METHOD

Traditional ε-Constraint Method is developed for multi-objective problems that transforms one

of the objectives into a constraint. This incorporates other constraints in the mathematical

model in order to optimize the problem [Steuer, 1986].

In the ε-Constraint Method, efficient solutions of the problem are obtained by varying right

hand side of constraints. Obtained points include all solution points that are defined as efficient

and non-efficient solutions. At each iteration ε value is incremented by 1.

The stepwise procedure of the traditional ε-constraint method used in this study is defined

below:

Step 0: Set ε = 0 and let CT be the cycle time of the solution before disruption.

Step 1: Construct and solve the mathematical model 3.1 (ε) below:

Minimize

l∑
j=1

w∑
k=1

ECjyjk (9)
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subject to:

w∑
k=1

xik = 1,∀i (10)

n∑
i=1

tixik ≤ CT + ε,∀(k, ε) (11)

w∑
k=1

kxak ≤
w∑

k=1

kxbk,∀(a, b)‖Pab = 1 (12)

xik < ujk + yjk,∀(i, j, k)‖lij = 1 (13)

xik ∈ {0, 1},∀(i, k) (14)

yjk ∈ {0, 1},∀(j, k) (15)

Step 2: Set ε = ε+ 1 and go to Step 1.

Traditional ε- Constrained Method generates nondominated objective vectors with its effi-

cient solutions. [Mavrotas, 2009] The most preferred solution can be found by using a method

developed to solve multi-criteria choice problem.

4.2 THE AUGMENTED ε-CONSTRAINTMETHOD (AUGMECON)

The Augmented ε-Constraint Method avoids the generation of nonefficient solution and solu-

tion procedures proceeds by avoiding unnecessary iterations. As a result of the AUGMECON

procedure, efficient frontier is obtained and an interactive method is suggested to determine

optimal solution by the decision maker.[Mavrotas, 2009]

The payoff table is determined by simply calculating the individual optima of the objective

functions. The payoff table represents all solution points in a tabular form during the cal-

culation. The obtained optimal solution in the payoff table is not efficient solution, but it is

weakly efficient solution. In order to omit these weakly efficient solutions, the objective func-

tion constraints are transformed to equalities by incorporating the appropriate slack or surplus

variables as equation with ε coefficient in equation 17. Also, these slack or surplus variables and

ε are added as the second term to objective function 16. According to these corrections, the
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program has to generate only efficient solutions and the problem model becomes as given below:

Minimize

q∑
j=1

w∑
k=1

ECjyjk + εs (16)

CT + s = e2 (17)

where ε is a small number and e2 is the constrained objective value that is used in the last

iteration.

By modifying only the specific objective functions and constraints in the code, Pareto op-

timal solutions are obtained. After these changes, obtained mathematical model is presented

below.

Minimize

q∑
j=1

w∑
k=1

ECjyjk + εs (18)

subject to:

w∑
k=1

xik = 1,∀i (19)

n∑
i=1

tixik ≤ CT,∀k (20)

CT + s = e2 (21)

w∑
k=1

kxik ≤
w∑

k=1

kxhk,∀(i, h)‖Pih = 1 (22)

xik < ujk + yjk,∀(i, j, k)‖lij = 1 (23)

xik ∈ {0, 1},∀(i, k) (24)

yjk ∈ {0, 1},∀(j, k) (25)
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Advantages of the Augmented ε-Constraint Method:

• AUGMECON method is beneficial for solving large scale problems when there are several

objective functions in the problem.

• This technique saves a lot of time in multi-objective problems by reducing the number of

models solved, due to the computational effort.

• AUGMECON method omits nonefficient solutions and obtains only Pareto optimal solu-

tions.

• The number of iterations are decreased for each experiment by the Augmented ε-Constraint

Method.

• Different Pareto optimal solutions can be found by changing ε values.

• This technique can be used for problems having convex and nonconvex spaces alike.

Disadvantage of the Augmented ε-Constraint Method:

• In the AUGMECON method, as the number of objectives increases, there are more ε

values which require more information from the user. [Mavrotas, 2009]

4.3 THE INTERACTIVE METHOD BASED ON AUGMECON

There are two aspects in multi-objective optimization problem: optimization and decision sup-

port. Generally, a decision maker should provide additional preference information in order to

identify the ”most preferred” solution. Also, the decision maker selects his/her most preferred

solution among generated Pareto optimal solutions.

In this thesis, we modify an interactive approach based on AUGMECON to identfy decision

maker’s most preferred Pareto optimal solution developed by [Mavrotas, 2009]. The interactive

approach works as follows:

• AUGMECON is applied in the multi-objective problem, and Pareto optimal solutions are

obtained.

15



• The derived Pareto optimal solutions are filtered down, using the Forward and Reverse

Filtering Process [Steuer, 1986] that is described below:

πi is the range equalization weight associated with the ith component of the vectors being

filtered that is calculated by equation 26. The goal of the πi weights is to balance the

ranges of the components of the vectors in V . Let Ri be the range of the ith component

of the vectors in V . It is used to calculate the range of equalization and calculated by

equation 27. [Mavrotas, 2009]

Ri = maxv∈V {υi} −minv∈V {υi} (26)

πi =
1

Ri

 q∑
j=1

1

Rj

−1 (27)

Filtering relationship is used to compare the weighted Lp distances between points and

given below:

[
q∑

i=1

(
πi | υti − υhi |

)p]1/p
< d (28)

where

t: the identification superscript of a vector not retained by the filter

h: the identification superscript of a vector retained by the filter

d: the test distance parameter

q: the length of the vectors being filtered

p: the metric parameter

After the calculation of the weighted distance measures (D), Pareto optimal solutions are

filtered down with the following rule:
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Total number of points ≥ 10 5 points are selected

5 ≤ Total number of points < 10 3 points are selected

Total number of points < 5 2 points are selected

For selecting points, the test distance parameter (d) is calculated by using weighted dis-

tance measures (D) in equation 29.

d =

⌈
D

(Number of Selected Points− 1)

⌉
(29)

• The selected points are shown to the decision maker and the decision maker selects his/her

most preferred one.

Underlying value function of decision maker (α1 and α2 )is assumed as Equation 30, and

the values of the selected points are calculated by using this underlying value function 30

to simulate decision maker’s preferences. In this study, α1 indicates the weight of cycle

time and α2 indicates the weight of equipment cost.

[
α1

CT − CTmin

CTmax − CTmin
− α2

Cost− Costmin

Costmax − Costmin

]
(30)

• After the selected preferred solution, interactive method uses this data in order to narrow

down the search field around the selected solution. It is associated with objective func-

tions to calculate lower bounds for new Pareto solution generation.

Suppose, decision maker selects one point using underlying value function 30 and lower

bounds are calculated for new iteration using.

LB
(i+1)
j = z

(i)
∗j − aiz

(i)
∗j − z

min
j (31)
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Figure 1 represents steps of the interactive process for selecting optimal solution by the

decision maker. a is the contraction parameter that takes values in [0,1] and controls the

rate of search space. Figure 2 shows how interactive approach of AUGMECON works

with iteration steps.
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Figure 1: Flowchart of the interactive method based on AUGMECON [Mavrotas, 2009]
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Figure 2: Graphical representation of the interactive use of AUGMECON [Mavrotas, 2009]
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5 COMPUTATIONAL EXPERIMENTS

Computational experiments to evaluate the performance of the Augmented ε-Constraint

Method (AUGMECON) and Traditional ε-Constraint Method are carried out.

In this section, firstly, experimental design is described and results of the experiments are

given and each of the settings is discussed with run solutions. Also, an illustrative example

given by Gunther et al. (1983) with n = 35 tasks is given to explain how the proposed method

works.

In this thesis, 7 different settings are selected in order to interpret the performance of the

Augmented ε-Constraint Method (AUGMECON) and Traditional ε-Constraint Method. As-

sembly line re-balancing with tool assignment problem is solved by these two methods, and

mathematical models are coded using IBM ILOG CPLEX Optimization Studio. The code is

available with examples and some supporting documentation in section 7.2.

This section includes the following sub-sections to explain the assembly line re-balancing

problem with equipment assignment: In Section 5.1, experiment design is given and in Section

5.2 the results of the computational experiments are discussed. In Section 5.3, one problem

instance is presented as an illustrative example to show all calculation procedures.

5.1 EXPERIMENT DESIGN

The tasks were assigned to the workstations with their equipments before the disruption. There-

fore, main input of the problem is the initial assignment of the task with their equipment.

Thus, this initial assignment is obtained from the simple assembly line balancing literature that

are commonly used data sets. These data sets are taken from the study of Scholl and Klein

[Scholl et al., 1995] on the website [Scholl, 2017]. The study of [Scholl et al., 1995] defines order

strength as a complexity measure to examine the effect of precedence diagram intense. How-

ever, in this study, seven data sets are selected. They have different numbers of task in order

to determine the effect of number of the tasks. Our main experiment is guided on seven of

these data sets, from Mertens (1967) with n = 7 tasks, from Mansoor (1964) with n = 11 tasks,

from Mitchell (1957) with n = 21 tasks, from Gunther et al. (1983) with n = 35 tasks, from

Kilbridge and Wester (1962) with n = 45 tasks, from Hahn (1972) with n = 53 tasks and from

Tonge (1961) with n = 70 tasks.
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The data sets taken from above references include the processing time of each task and

precedence relationship between the tasks. The number of equipments required for each task,

type of equipments required for the task, the number of disrupted workstations and equipment

costs are randomly generated. The precedence network diagrams for each data sets are given

in section 7.1. The parameters information in the study is given in the following Table 1.

Table 1: The parameters for seven experiment data

Parameters

Data Sets
# of tasks

(n)

# of initial

workstation

(w′)

# of disrupted

workstation

# of

equipments

(l)

Mertens

(1967)
7 6 2 5

Mansoor

(1964)
11 4 1 5

Mitchell

(1957)
21 8 2 10

Gunther et al.

(1983)
35 14 2 15

Kilbridge and Wester

(1962)
45 10 2 15

Hahn

(1972)
53 8 2 15

Tonge

(1961)
70 23 5 20

The disrupted workstations are randomly determined for each setting in the interval [2,5].

The number of equipments that is used on each experiment are distributed according to the

following rule:
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The Number of Equipments =



Total number of tasks ≥ 60 20 equipments

30 ≤ Total number of tasks < 60 15 equipments

20 ≤ Total number of tasks < 30 10 equipments

Total number of tasks < 20 5 equipments

Equipment costs are randomly generated in the interval [20,120] and generated equipment

cost parameters are given in Table 2 for each equipment.

Table 2: Generated equipment costs in the experiment

Equipment Type

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Cost 50 90 120 60 45 50 20 70 100 120 90 50 50 90 120 60 100 80 90 70

After obtaining efficient points, the decision maker determines the optimal solution. Thus,

decision maker’s utility function was tested with different α1 and α2 values. The experiment

is repeated under these seven different settings to three different α1 and α2 values for decision

maker’s utility function. As a result, 3 × 7 = 21 result combinations are obtained. α1 and α2

values for decision maker’s utility function is defined in Table 3.

Table 3: α1 and α2 values used in decision maker’s utility function

α1 α2

Value 1 0.4 0.6

Value 2 0.7 0.3

Value 3 0.2 0.8

Traditional ε-Constraint Method and Augmented ε-Constraint Method (AUGMECON) al-

gorithms are coded in C++ and the mathematical models are solved by IBM ILOG CPLEX

12.6. [IBM Corporation, 2012] The codes are provided in the section 7.2. The Interactive

method is solved in the Microsoft Excel 2010. The algorithms and mathematical models are

run on a computer with Intel(R) Core(TM) i7-4770S CPU @ 3.10 GHz, 16 GB RAM and Win-

dows 7.
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5.2 RESULTS OF THE EXPERIMENT

There are some performance measures in order to interpret the performance of The Augmented

ε-Constraint Method against the Traditional ε-Constraint Method and benefit of the interactive

method based on AUGMECON for decision maker. These performance measures are given

below:

1. Number of models solved

2. Solution time

3. Number of efficient points

4. Number of iterations in interactive method

The number of solved models indicates how many times we solved the mathematical model

in order to find efficient points. Solution time refers to the total time required for generating the

set of all efficient and nonefficient solution points on each data sets. Two performance measures

are number of models solved and solution times during the computational calculations assist

to analyze the performance of The Augmented ε-Constraint Method against the Traditional

ε-Constraint Method.

In this study, Interactive Method Based on AUGMECON is applied to select most preferred

solution for decision maker. Also, number of efficient points and number of iterations are per-

formance measures of this procedure. Number of efficient points indicates the efficient frontier

that is obtained in AUGMECON. The number of iterations specifies iterations to reach the

most preferred solution. These iterations are done under different α1 ve α2 values according to

the decision maker’s preferences. α1 ve α2 values change [0,1] interval.

Table 4 shows that the experiments with high number of tasks are harder to solve compared

to the experiments with fewer number of tasks. Number of models solved and solution time

increase in line with the number of tasks. The savings in the number of models and solution

times obtained by AUGMECON increases as the problem size increases. For n = 70 and w = 18

as Experiment 7; the number of solved models decreases from 2293 to 35, the durations during

the computational calculations decreases from 03:05:13:58 unit time to 00:45:53:45 unit time.

For n = 53 and w = 6 as Experiment 6; the number of solved models decreases from 1987 to

29, the durations during the computational calculations decreases from 00:13:54:57 unit time
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to 00:00:18:38 unit time. Similar observations can be made for the other experiments. For

n = 11 and w = 3 as Experiment 2; the number of solved models decreases from 34 to 7,

but the duration times during the computational calculations increases from 00:00:03:98 unit

time to 00:00:04:15 unit time. This is the only instance where solution time of the Augmented

ε-Constraint Method exceeds the solution time of Traditional ε- Constraint Method. However,

since the problem instance is too small,the solution times are negligible. Table 5 represents the

saving of each experiments with application of the AUGMECON method.

Table 4: The experiment results of the two approaches: Traditional ε-Constraint Method and

The Augmented ε-Constraint Method

Traditional

ε-Constraint Method

The Augmented

ε-Constraint Method

(AUGMECON)

Experiment & Parameters
# of Solved

Models
Duration

# of Solved

Models
Duration

1 5 00:00:00:38 3 00:00:00:27

2 34 00:00:03:98 7 00:00:04:15

3 12 00:00:02:33 5 00:00:01:18

4 62 00:00:26:47 19 00:00:13:26

5 121 00:01:07:49 19 00:00:43:90

6 1987 00:13:54:57 29 00:00:18:38

7 2293 03:05:13:58 35 00:45:53:45

There is efficient frontier solutions for each experiment after the implementation of two

method. Now, decision maker has to select the most preferred solution from the efficient fron-

tier and so Interactive Method Based on AUGMECON is applied. Interactive Method is tested

for three different sets of α values given in Table 3 for this purpose and results obtained are

compared to the generated decision maker’s utility function value. Interactive method results

for each experiment are summarized in Table 6 at α1 = 0.4, α2 = 0.6, in Table 7 at α1 = 0.7,

α2 = 0.3 and in Table 8 at α1 = 0.2, α2 = 0.8.

According to the Interactive Method results, if the number of efficient points is low, the

number of iterations is low. Most preferred optimal solutions are changed with the decision
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Table 5: Savings on each experiment with AUGMECON compared to the Traditional ε-

Constraint Method

Saving on

# of Solved Model

(%)

Saving on

Duration Time

(%)

Experiment 1 40 28.947

Experiment 2 79.412 -4.271

Experiment 3 58.333 49.356

Experiment 4 69.354 49.906

Experiment 5 84.298 34.953

Experiment 6 98.541 97.798

Experiment 7 98.474 75.195

Table 6: The results of the interactive method for each experiment at α1 = 0.4, α2 = 0.6

# of

Efficient

Points

# of

iteration

Efficient point

selected by the

interactive method

Most preferred

w.r.t.

DM’s underlying

value function

Optimal

CT Cost CT Cost

Experiment 1 2 1 10 165 10 165 X

Experiment 2 6 2 84 100 84 100 X

Experiment 3 4 2 22 135 22 135 X

Experiment 4 16 6 51 885 51 885 X

Experiment 5 14 2 87 470 87 470 X

Experiment 6 24 6 2600 580 2427 610

Experiment 7 35 5 288 835 288 835 X

maker’s preference. The proposed interactive method is a heuristic approach. In order to mea-

sure the performance of the interactive method based on AUGMECON, the most preferred

efficient solution with respect to the underlying value function of the decision maker is found.

In Tables 6, 7 and 8, the solutions found by the interactive algorithm and the optimal solution

found by using the underlying value function of the decision maker are given.
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Table 7: The results of the interactive method for each experiment at α1 = 0.7, α2 = 0.3

# of

Efficient

Points

# of

iteration

Efficient point

selected by the

interactive method

Most preferred

w.r.t.

DM’s underlying

value function

Optimal

CT Cost CT Cost

Experiment 1 2 1 9 225 9 225 X

Experiment 2 6 2 62 320 64 230

Experiment 3 4 2 18 235 18 235 X

Experiment 4 16 6 51 885 51 885 X

Experiment 5 14 2 87 470 87 470 X

Experiment 6 24 4 2600 580 2427 610

Experiment 7 35 5 288 835 288 835 X

Table 8: The results of the interactive method for each experiment at α1 = 0.2, α2 = 0.8

# of

Efficient

Points

# of

iteration

Efficient point

selected by the

interactive method

Most preferred

w.r.t.

DM’s underlying

value function

Optimal

CT Cost CT Cost

Experiment 1 2 1 10 165 10 165 X

Experiment 2 6 2 94 50 94 50 X

Experiment 3 4 2 28 115 28 115 X

Experiment 4 16 3 102 635 68 745

Experiment 5 14 4 87 470 87 470 X

Experiment 6 24 2 4387 50 4387 50 X

Experiment 7 35 4 433 755 433 755 X

6 out of 7 experiments (85.7 %) result with the optimal solution using the interactive algo-

rithm in Table 6 and Table 8. The interactive algorithm finds the optimal solution in 5 out of

7 experiments ( 71.4 % ) in Table 7. Therefore, it can be concluded the interactive algorithm

can find the most preferred solution of the decision maker in majority of problem instances in

all weight sets.
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5.3 ILLUSTRATIVE EXAMPLE

In this section, Augmented ε-Constrained Method is defined on Gunther et al. (1983) as an

illustrative example to clarify solution approaches which is used in this research. The data set

is taken from [Scholl, 2017] that is used in assembly line balancing literature. The example has

35 tasks and the precedence relationships between the tasks are given in Figure 3 with task

times:

Figure 3: The precedence network of the sample problem

[Scholl et al., 1995]

In the sample problem, there are fourteen workstations in the initial configuration (w′) and

optimal cycle time is 41 time units. The tasks on the assembly lines are assigned to these

workstations with their equipment in order to minimize cycle time. The initial configuration of

the sample is given in Figure 4 and equipment of each task is given in Table 9:

In Gunther et al.(1983) example, 2 workstations are disrupted, and so 35 tasks are reassigned

to the non-disrupted workstation with their tools. The assembly line should be re-balanced since

workstation 3 and workstation 8 are assumed to be disrupted workstations. Because of disrup-

tion, tasks 3, 6, 7, 8, 16, 21 and 25 have to be reassigned from the disrupted workstations
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Figure 4: The initial configuration of the assembly line in the Gunther et al. (1983)

Table 9: The task and equipment assignment of the initial configuration of the sample

Workstation Number Task Equipment

W1 1,2,5,17 2,3,7,9,12,13

W2 3,6,7,8 2,3,4,5,7,13,14

W3 10,14 6,13,15

W4 12,18 1,2,4,12,13,15

W5 9,15 5,10

W6 4,19 6,10,13,15

W7 20 10

W8 16,21,25 1,2,5,8,9,12

W9 13,22,26 1,4,8,11,13

W10 23,24 7,10,11,12

W11 11,27,30,31,32,34 4,6,7,8,9,10,11,13,14

W12 28 4,12

W13 33 7

W14 29,35 3,12,15

to different workstations. During this reassignment process, new equipments are purchased, if

required.

There are two objective functions that is presented in the mathematical model 3.1. Objec-

tive function 1 indicates the cycle time. It is converted to equality and it is assumed as a new

variable. Cycle time takes a value that changes by ε value in each iteration. Before disruption,

the cycle time of the sample is 41 time units. Therefore, trials are started with this cycle time.

When the cycle time is 41 time units, there is no solution in the new configuration.

In the example, ε is assumed to be 1. Cycle time is increased as ε value and trials are made
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with given two approaches. According to the trials, minimum cycle time is 42 with cost of

re-balancing 1545 and maximum cycle time is 102 with cost of re-balancing 635.

61 solution points are obtained in the Traditional ε-Constraint Method and these points are

displayed in Figure 5. In the AUGMECON method, only efficient points are calculated so that

number of iterations is decreased. 16 efficient points are obtained during the experiment. The

graphical representation of the efficient points of the AUGMECON method is given in Figure 6.

Figure 5: The calculated points in the Traditional ε-constraint Method

Figure 6: The efficient points in the AUGMECON Method

Although the number of models solved in the Traditional ε-constraint Method is 61, the num-

ber of models solved in the AUGMECON method is reduced to 16. The gain is approximately
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70% with AUGMECON method. Also, the duration of during the computational calculations

is decreased and saving on time is 50% with this method. There are 16 efficient points on

Gunther (1983) sample (Experiment 4) and these points are given in Table 10.

Table 10: The efficient points of the sample

Point

#

Cycle

Time
Cost

1 42 1545

2 43 1335

3 44 1275

4 45 1205

5 46 1180

6 48 1045

7 49 955

8 51 885

9 59 855

10 60 835

11 66 775

12 68 745

13 77 735

14 92 695

15 101 685

16 102 635

After obtaining efficient solutions, decision maker selects the most preferred solution with

the Interactive Method. The obtained Pareto optimal solutions are filtered using the Forward

and Reverse Filtering Process. α1 and α2 values that is given Table 3 are used in the sample.

Iterations numbers and most preferred solutions are reported at Table 6, Table 7 and Table 8.

The calculation steps of the sample are represented to below at α1 = 0.4 and α2 = 0.6.

For first iteration:
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• Ri and πi are computed for two objective vectors.

R1 = CT16 − CT1 = 102− 42 = 60 (32)

R2 = Cost1 − Cost16 = 1545− 635 = 910 (33)

π1 =
1

R1

[
1

R1
+

1

R2

]−1
= 0.93814433 (34)

π2 =
1

R2

[
1

R1
+

1

R2

]−1
= 0.061856 (35)

• Lp distances between the points are calculated and calculation results are tabulated in

Table 11.

• d is calculated to select points.

d =
D

5− 1
=

79.6042

5− 1
= 19.901 (36)

Point 1 and Point 16 are selected as bound. From left to right, first value that exceed

19.901 is selected. From down to up, first value that exceed 19.901 is selected. All points

are selected using these procedures. Point 1, Point 4, Point 8, Point 13 and Point 16 are

selected based on d value.

• Decision maker’s utility function is computed with α1 = 0.4 and α2 = 0.6.

f(1) =

[
0.4

42− 42

102− 42
− 0.6

1545− 635

1545− 635

]
= 0.6 (37)

f(4) =

[
0.4

45− 42

102− 42
− 0.6

1205− 635

1545− 635

]
= 0.39582 (38)

f(8) =

[
0.4

51− 42

102− 42
− 0.6

885− 635

1545− 635

]
= 0.22484 (39)

f(13) =

[
0.4

77− 42

102− 42
− 0.6

735− 635

1545− 635

]
= 0.29927 (40)
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f(16) =

[
0.4

102− 42

102− 42
− 0.6

635− 635

1545− 635

]
= 0.4 (41)

Decision maker selects Point 8 since minimum utility value is 0.22484.

• Lower bound is calculated for cycle time and cost based on Point 8.

LB2
1 = 51− 0.5× 51− 42 = 46.5 (42)

LB2
2 = 885− 0.5× 885− 635 = 760 (43)

Points are selected between point 6 and point 11 based on lower bounds.

For second iteration:

• Ri and πi are computed for two objective vectors.

R1 = CT11 − CT6 = 66− 48 = 18 (44)

R2 = Cost6 − Cost11 = 1045− 775 = 270 (45)

π1 =
1

R1

[
1

R1
+

1

R2

]−1
= 0.9375 (46)

π2 =
1

R2

[
1

R1
+

1

R2

]−1
= 0.0625 (47)

• Lp distances between the points are calculated and calculation results are tabulated in

Table 12.

• d is calculated to select points.

d =
D

3− 1
=

23.8649

3− 1
= 11.9324 (48)
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Table 12: Lp distances between the points at iteration 2

D 6 7 8 9 10 11

6 - 5.7025 10.3880 15.7278 17.2866 23.8649

7 - 4.7598 11.2673 12.7514 19.5081

8 - 7.7308 8.9976 15.6531

9 - 1.5625 8.2502

10 - 6.7604

11 -

Since there are 6 points remaining, we have to select 3 points. Point 6, Point 9 and Point

11 are selected based on d value.

• Decision maker’s utility function is computed with α1 = 0.4 and α2 = 0.6.

f(6) =

[
0.4

48− 42

102− 42
− 0.6

1045− 635

1545− 635

]
= 0.31033 (49)

f(9) =

[
0.4

59− 42

102− 42
− 0.6

855− 635

1545− 635

]
= 0.25839 (50)

f(11) =

[
0.4

66− 42

102− 42
− 0.6

775− 635

1545− 635

]
= 0.25231 (51)

Decision maker selects point 9 since utility value is 0.25231.

• Lower bound is calculated for cycle time and cost based on Point 11.

LB3
1 = 66− 0.5× 66− 42 = 54 (52)

LB3
2 = 775− 0.5× 775− 635 = 705 (53)

Points are selected between point 9 and point 13 based on lower bounds.

For third iteration:
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• Ri and πi are computed for two objective vectors.

R1 = CT13 − CT9 = 77− 59 = 18 (54)

R2 = Cost9 − Cost13 = 855− 735 = 120 (55)

π1 =
1

R1

[
1

R1
+

1

R2

]−1
= 0.86957 (56)

π2 =
1

R2

[
1

R1
+

1

R2

]−1
= 0.13043 (57)

• Lp distances between the points are calculated and calculation results are tabulated in

Table 13.

Table 13: Lp distances between the points at iteration 3

D 9 10 11 12 13

9 - 2.74981 12.0804 16.3434 22.1355

10 - 9.4057 13.6455 19.7144

11 - 4.2821 10.8956

12 - 7.9340

13 -

• d is calculated to select points.

d =
D

3− 1
=

22.135

3− 1
= 11.0678 (58)

Point 9, Point 10 and Point 13 are selected based on d value.

• Decision maker’s utility function is computed with α1 = 0.4 and α2 = 0.6.

f(9) =

[
0.4

59− 42

102− 42
− 0.6

855− 635

1545− 635

]
= 0.25839 (59)

f(10) =

[
0.4

60− 42

102− 42
− 0.6

835− 635

1545− 635

]
= 0.25187 (60)
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f(13) =

[
0.4

77− 42

102− 42
− 0.6

735− 635

1545− 635

]
= 0.29927 (61)

Decision maker selects point 9 since utility value is 0.25231.

• Lower bound is calculated for cycle time and cost based on Point 10.

LB4
1 = 60− 0.5× 60− 42 = 51 (62)

LB4
2 = 835− 0.5× 835− 635 = 735 (63)

Points are selected between point 8 and point 13 based on lower bounds.

For forth iteration:

• Ri and πi are computed for two objective vectors.

R1 = CT13 − CT8 = 77− 51 = 26 (64)

R2 = Cost8 − Cost13 = 885− 735 = 150 (65)

π1 =
1

R1

[
1

R1
+

1

R2

]−1
= 0.85227 (66)

π2 =
1

R2

[
1

R1
+

1

R2

]−1
= 0.14773 (67)

• Lp distances between the points are calculated and calculation results are tabulated in

Table 14.

• d is calculated to select points.

d =
D

3− 1
=

31.3377

3− 1
= 15.6688 (68)

Point 8, Point 11 and Point 13 are selected based on d value.
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Table 14: Lp distances between the points at iteration 4

D 8 9 10 11 12 13

8 - 8.1319 10.6487 20.6760 25.2519 31.3377

9 - 3.0750 13.2386 17.9694 23.4435

10 - 10.2330 14.9418 20.6919

11 - 4.7483 11.0819

12 - 7.8114

13 -

• Decision maker’s utility function is computed with α1 = 0.4 and α2 = 0.6.

f(8) =

[
0.4

51− 42

102− 42
− 0.6

885− 635

1545− 635

]
= 0.22484 (69)

f(11) =

[
0.4

66− 42

102− 42
− 0.6

775− 635

1545− 635

]
= 0.25231 (70)

f(13) =

[
0.4

77− 42

102− 42
− 0.6

735− 635

1545− 635

]
= 0.29927 (71)

Decision maker selects point 8 since utility value is 0.22484.

• Lower bound is calculated for cycle time and cost based on Point 8.

LB5
1 = 51− 0.5× 51− 42 = 46.5 (72)

LB5
2 = 885− 0.5× 855− 635 = 760 (73)

Points are selected between point 6 and point 11 based on lower bounds.

For fifth iteration:

• Ri and πi are computed for two objective vectors.

R1 = CT11 − CT6 = 66− 48 = 18 (74)
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R2 = Cost6 − Cost11 = 1045− 775 = 270 (75)

π1 =
1

R1

[
1

R1
+

1

R2

]−1
= 0.9375 (76)

π2 =
1

R2

[
1

R1
+

1

R2

]−1
= 0.0625 (77)

• Lp distances between the points are calculated and calculation results are tabulated in

Table 15.

Table 15: Lp distances between the points at iteration 5

D 6 7 8 9 10 11

6 - 5.7025 10.3880 15.7278 17.2866 23.8649

7 - 4.7598 11.2673 12.7514 19.5081

8 - 7.7308 8.9976 15.6531

9 - 1.5625 8.2502

10 - 6.7604

11 -

• d is calculated to select points.

d =
D

3− 1
=

23.8649

3− 1
= 11.9324 (78)

Point 6, Point 8 and Point 11 are selected based on d value.

• Decision maker’s utility function is computed with α1 = 0.4 and α2 = 0.6.

f(8) =

[
0.4

48− 42

102− 42
− 0.6

1045− 635

1545− 635

]
= 0.31033 (79)

f(11) =

[
0.4

51− 42

102− 42
− 0.6

885− 635

1545− 635

]
= 0.22484 (80)
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f(13) =

[
0.4

66− 42

102− 42
− 0.6

775− 635

1545− 635

]
= 0.25321 (81)

Decision maker selects point 8 since utility value is 0.22484.

• Lower bound is calculated for cycle time and cost based on Point 8.

LB5
1 = 51− 0.5× 51− 42 = 46.5 (82)

LB5
2 = 885− 0.5× 855− 635 = 760 (83)

As a result of these iterations, we conclude that the most preferred solution has 51 unit cycle

time and 855 unit cost at α1 = 0.4, α2 = 0.6. The results of the interactive method solution is

represented in Table 16.

Table 16: The results of the interactive method on Gunther sample

Interactive Method Utility Function

CT Cost CT Cost

α1 = 0.4

α2 = 0.6
51 885 51 885

α1 = 0.7

α2 = 0.3
51 885 51 885

α1 = 0.2

α2 = 0.8
102 635 68 745

Most preferred solution depends on the decision maker’s preferences. When α1 = 0.4,

α2 = 0.6 and α1 = 0.7, α2 = 0.3; optimal cycle time is 51 time units and optimal cost is 885

cost units. However, for α1 = 0.2 and α2 = 0.8; the cost preference is more increased to cycle

time preference so that the most preferred solution is changed. It has 102 time unit and 635

cost unit.
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6 CONCLUSION

In this thesis, assembly line re-balancing problem with tool assignment is considered. The

disruption in some of the workstations cause an infeasible assembly line. As a result of this

disruption, the tasks in the disrupted workstations should be reassigned to the non-disrupted

workstations with required tools regarding the precedence relationship. There are stability and

efficieny measures to reach re-balanced line. The cycle time is efficiency measure to obtain

maximum production rate. Also, the number of non-disrupted workstation is stability measure

in order to assign tasks.

Two algorithms are presented to obtain Pareto frontier of the problem. First algorithm is

Traditional ε-Constrained Method and the second is Augmented ε-Constrained Method. First

method finds all points in the feasible region using computational experiments. The second

method calculates only efficient points in the feasible region. These two methods are compared

to each other according to number of solved models and solution times as the performance

measures. The savings on the computational calculations is changed between 40 percent and

98.5 percent through the AUGMECON method.

The Interactive method provides to select most preferred solution from the efficient points.

The experiments is applied in three different decision maker preferences and the results are

tested. The interactive method can find optimal solution with respect to the majority with

high percentage.

There are many gaps in the assembly line balancing literature so that our study makes a

great contribution to the literature. In future research, new efficiency, stability and performance

measures can be identified to rebalance. The number of disrupted workstations can be changed

to observe the effect of the measures.

Another future research can be testing different layouts of assembly lines such as U-shaped

assembly line, parallel assembly line and flexible assembly line. Product can be selected as

a mixed model on the re-balancing line. The new proposed algorithm can be generated for

solving assembly line re-balancing problem. The genetic algorithm and tabu search method may

suggested to apply for these problems. Further changes can be changing the input parameters,

change in demand pattern, change in task times, technological restrictions or product types.
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7 APPENDIX

7.1 PRECEDENCE DIAGRAMS

Figure 7: The precedence diagram of Mertens sample

Figure 8: The precedence diagram of Mansoor sample
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7.2 CODES

7.2.1 TRADITIONAL ε - CONSTRAINT MODEL

range task=1..35;

range equipment=1..15;

range workstation=1..12;

int processtime[task]=...;

int cost[equipment]=...;

int l[task,equipment]=...;

int precedence[task,task]=...;

int u[equipment,workstation]=...;

dvar boolean x[task,workstation];

dvar boolean y[equipment,workstation];

minimize sum(k in workstation)sum(j in equipment)cost[j]*y[j,k];

subject to

{

forall(i in task)

{

sum(k in workstation) x[i,k]==1;

}

forall(k in workstation)

{

sum(i in task)processtime[i]* x[i,k]¡=41;

}

forall(i in task,j in equipment,k in workstation : l[i][j]==1)

{

x[i,k]¡=u[j,k]+y[j,k];

}

forall(i in task, h in task : precedence[i][h]==1)

{

sum(k in workstation)k*x[i,k]¡=sum(k in workstation)k*x[h,k];

}

}
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7.2.2 AUGMENTED ε - CONSTRAINT MODEL

range task=1..35;

range equipment=1..15;

range workstation=1..12;

int processtime[task]=...;

int cost[equipment]=...;

int l[task,equipment]=...;

int precedence[task,task]=...;

int u[equipment,workstation]=...;

dvar boolean x[task,workstation];

dvar boolean y[equipment,workstation];

dvar float+ s;

dvar int CT;

minimize sum(k in workstation)sum(j in equipment)cost[j]*y[j,k]-0.0001*s;

subject to

{

forall(i in task)

{

sum(k in workstation) x[i,k]==1;

}

forall(k in workstation)

{

sum(i in task)processtime[i]* x[i,k]¡=CT;

}

forall (k in workstation)

{

CT+s==83;

}

forall(i in task,j in equipment,k in workstation : l[i][j]==1)

{

x[i,k]¡=u[j,k]+y[j,k];

}

forall(i in task, h in task : precedence[i][h]==1)
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{

sum(k in workstation)k*x[i,k]¡=sum(k in workstation)k*x[h,k];

}

}
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