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A B S T R A C T

With rapid advances in technology, many systems are becoming more complex, including ever-increasing
numbers of components that are prone to failure. In most cases, it may not be feasible from a technical
or economic standpoint to dedicate a sensor for each individual component to gauge its wear and tear.
To make sure that these systems that may require large capitals are economically maintained, one should
provide maintenance in a way that responds to captured sensor observations. This gives rise to condition-
based maintenance in partially observable multi-component systems. In this study, we propose a novel
methodology to manage maintenance interventions as well as spare part quantity decisions for such systems.
Our methodology is based on reducing the state space of the multi-component system and optimizing the
resulting reduced-state Markov decision process via a linear programming approach. This methodology is
highly scalable and capable of solving large problems that cannot be approached with the previously existing
solution procedures.
1. Introduction

In today’s world, many systems are becoming more complex and
the number of components in these systems keeps on growing very
fast. Examples include water pump systems for irrigation or mining
purposes, off-shore power generation systems – which were the primary
inspiration for work –, military and medical equipment, and so on.
Such systems are mission-critical for their users. Hence, it is of ut-
most importance to keep them in operating condition via well-planned
maintenance activities. Obviously, it makes more sense to embark on
maintenance activities relying on some information about the current
system condition, which is known as condition-based maintenance
(CBM) planning in the literature.

CBM policies typically depend on condition monitoring information
such as temperature, sound, vibration, or power consumption. Industry
4.0 involves a significant advance in real-time data collection and anal-
ysis of the obtained data with the goal of optimizing the performance
of the underlying processes. This makes CBM the only viable solution
for maintenance activities within the Industry 4.0 paradigm [1]. As a
result, the use of CBM policies is becoming more popular in practice
as well as in the scientific literature [2,3]. It is reported that type of
CBM policies can achieve savings exceeding 50% on the maintenance
costs [4]. For more detailed discussions on CBM policies and their
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applications, we refer to the studies of Keizer et al. [5], De Jonge and
Scarf [3], and Quatrini et al. [6].

Due to technical, economic, and confidentiality restrictions, each
component in a system may not have a dedicated sensor, implying that
the exact condition of each component cannot be monitored. However,
a summarized system-level signal can be still available, especially in
remote settings such as off-shore wind farms or radar systems on
vessels [7,8]. Specifically, wind farms constitute an excellent example
that motivates what we present in the manuscript. Wind farms consist
of a number of identical wind turbines operating individually and they
are commonly installed in rural or remote areas, such as farms and
ranches or coastal and island communities, where high-quality wind
resources are often found. These farms typically belong to organizations
that specialize and operate in the energy sector; therefore, most of the
time, their maintenance and operations management are provided by
a third-party entity, namely a maintenance provider. The electricity
generated in wind farms is usually sold on a day-ahead market via
auctions. In these auctions, having any piece of information – such as
how many turbines are down, what is the condition of turbines, and
etc. – that allows the bidders (wind farm owners) to estimate how
much electricity will be potentially available to their competitors is
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of vital importance to improve their profitability and increase their
market shares.

Each turbine in wind farms is equipped with a number of high-
tech sensors that collect data on wind speed, wind direction, generated
power, turbine noise, etc. in a periodic fashion. In practice, this col-
lected data set is known as SCADA (Supervisory Control and Data
Acquisition) data. Even though the producers possess this rich and
comprehensive data set, they are not willing to share it with any
other third-party entity, even with their maintenance providers, due
to the risk of potential abuse in the day-ahead electricity auction.
Correspondingly, the service providers are usually permitted to collect
only some partial information on the general condition of the farm.
Hence, they decide when to make a site visit for the wind farms they
are responsible for and how many spare parts/equipment to bring to
the site based on this partial information.

Due to the incomplete nature of available information, there is
always a risk of bringing an incorrect number of spare parts/equipment
to the maintenance site. Specifically, if an unnecessary spare part/equi-
pment is brought to the site, it will have to be returned at the end
of the maintenance intervention. On the other hand, if the number
of spare parts transferred to the site is not sufficient for all spare
parts/equipment that have to be replaced, the maintenance provider
would find itself in a position to undertake an emergency shipment
that usually carries a high cost due to the remoteness of the site.
This dynamic renders the spare part quantity decision – that has to
be addressed simultaneously with the maintenance decision – nontriv-
ial and crucial. Similar problems are also observed in water purify-
ing systems [9], water pumps in series used in mining processes for
dewatering [10], and industrial printing machines [7,11].

As can be seen from the given example, the presence of partial
information complicates the implementation of CBM policies for multi-
component remote systems. Such systems are discussed in detail in
the studies of Karabağ et al. [7], Yeter et al. [12], Zhou et al. [13],
and Karabağ et al. [14]. All these studies focus on the analysis of
these kinds of systems with the purpose of devising effective CBM
policies using well-known techniques such as POMDP and simulation
optimization. However, these standard techniques typically necessi-
tate impractical solution times and excessive memory requirements,
hindering their application to any real-life setting of moderate size.

Among the studies in the relevant literature, the works developed
by Karabağ et al. [7] and Karabağ et al. [14] are the closest to our
research with the problem framework they propose. Our work differs
from [7] and Karabağ et al. [14] in two crucial ways. Karabağ et al.
[7] study the exact same problem setting as ours via a partially ob-
servable Markov decision process (POMDP) approach and employ a
grid-based approximate solution methodology. This approach to nu-
merically obtain an optimal policy for a POMDP was first proposed
by Lovejoy [15]. However, as Karabağ et al. [7] note in their paper, the
approach profoundly suffers from the curse of dimensionality, involves
a discretization that is approximate, and cannot even solve problem
instances with rather limited three components in less than 150 h
(almost a week) with the help of a supercomputer. Their numerical
results indicate that even though the authors have proposed a model
that is theoretically capable of dealing with multi-component systems,
their approach is impractical to handle systems of the size observed
in most realistic settings. So, here, our main goal is to develop an
alternative methodology capable of analyzing larger systems that may
be encountered in real-life practices.

In order to achieve this goal, we reformulate the same problem as
a Markovian decision process (MDP) that is very similar to the one
in Karabağ et al. [7] and propose a novel and computationally efficient
numerical solution procedure based on a linear programming approach
to MDPs. With this new solution procedure, it is possible to get optimal
solutions for problem instances with more than 10 components in less
than an hour. A very similar solution procedure has been used in the
2

work of Karabağ et al. [14] to study maintenance planning decisions
for a single component system. However, our work is the first study
to harness the advantage of this type of solution procedure for multi-
component systems. Furthermore, our proposed procedure not only
addresses when to invoke a maintenance intervention but also the deci-
sion on the number of spare parts to be taken along to the maintenance
site. So, our attempt extends their work both methodologically and
contextually as well as rendering the approach applicable to realistic
settings.

In this work, we study CBM strategies addressing integrated mainte-
nance and spare part quantity decisions for partially observable multi-
component systems. The components are considered to be identical
and they are subject to deterioration throughout the time. The system
has a single sensor that provides only a three-level signal about the
general condition of the system, i.e., the full information on the exact
deterioration levels of components can only be observed through on-
site inspection not through the sensor. This makes the system partially
observable, resulting in a challenging optimization problem of when to
make an intervention and how many spare parts to take along to the
maintenance site. Considering such an optimization problem, we focus
on three main research questions: (i) Is it possible to obtain, in reasonable
computation times, optimal maintenance and spare part quantity decisions
for partially observable multi-component systems of practically meaningful
sizes? (ii) How do system characteristics affect the system performance
under the optimal policy? (iii) Under what circumstances does the optimal
policy significantly outperform simpler heuristic policies? (iv) How does
our approach scale when the number of components and the number of
degradation states increase?

We address the first research question we posed by proposing an
extremely efficient approach compared to previously. Via this approach
it is possible to optimally solve the larger problem instances that were
introduced in Karabağ et al. [7] under an hour. Karabağ et al. [7] could
not solve the same instances within a week using the standard POMDP
approach. This demonstrates that our methodology delivers a viable
tool for practically meaningful system sizes that should be instrumental
for practitioners in conducting extensive numerical experiments. We
believe that this is the major contribution of our work to the relevant
research stream. To address the second and third research questions, we
conducted an extensive numerical analysis. This analysis revealed that
using simpler heuristic policies, such as no maintenance intervention
until the system cannot operate, a.k.a. ‘‘corrective maintenance policies’’,
can be very costly when the components in the system are significantly
unreliable and/or there exists a small number of components in the
system. This implies that using a CBM type of policy is more valuable
for systems consisting of a small number of less reliable components
than for those of a large number of more reliable components. It is also
noteworthy that all heuristic policies result in significant optimality
gaps, i.e. greater than 20% in most settings, underlining the need for
this work. Such insights should help researchers for a better under-
standing of how system parameters affect the system performances.
They are also invaluable for reliability engineers especially in the
design phase of new systems because the types of sensors to be installed
and the maintenance plan to be employed can be arranged accordingly.
Lastly, the numerical experiments also reveal that our approach is
capable of solving problems with 6 components and 7 deterioration
levels under 20 min. Note that similar problem sizes could not be solved
even with supercomputers in the literature [7].

The organization of the remaining part of this work is as follows.
In Section 2, we review the relevant studies in the literature and
position our work. In Section 3, we introduce the details of our problem
description, mathematical model, and numerical solution procedure. In
Section 4, we present an extensive numerical study and discuss the
results of our findings. In Section 5, we provide a discussion of our

key findings, and finish with proposing future research directions.
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2. Literature review

Condition-based maintenance of multi-component and complex sys-
tems has attracted significant attention in recent years with the rapid
advances in information technologies. The current state-of-art for this
sizeable research stream is comprehensively reviewed in Alaswad and
Xiang [2], Quatrini et al. [6], and De Jonge and Scarf [3]. In this
section, we restrict our focus to previous research that our work directly
improves upon. Specifically, we review only the pertinent studies that
employ Markov decision models to study condition-based maintenance
strategies for partially observable multi-component systems. Further-
more, for the sake of brevity and clarity, in this review, we cover
solely the studies published after 2020. As alluded to earlier, the work
of Karabağ et al. [7] is parallel to our work. In order to avoid unneces-
sary repetition and to clearly and concisely emphasize our positioning
within the relevant research stream, for all relevant literature before
2020, we refer to their work.

It is noteworthy that in the short span of the last three years
(2020–2023) research kept on being published at an astonishing rate.
As an early work within this span, Shi et al. [16] study a problem
of condition-based maintenance planning for a system consisting of
serially connected, multi-component subsystems subject to a reliability
requirement. The authors formulate the problem as a continuous-time
Markov chain process and resort to a numerical method based on a
simulation approach to obtain the optimal solutions. Zhang and Si [17]
emphasize that finding optimal maintenance points is often suitable for
low-dimensional systems but becomes challenging for high-dimensional
CBM and highlight this phenomenon as a major limitation of most
existing CBM research in the literature. In order to overcome such
a challenge that may appear in a maintenance planning problem of
systems consisting of economic- and stochastic-dependent components,
they propose a data-driven method based on a deep 𝑄-learning ap-
proach. Xu et al. [18] and Cheng and Zhao [19] also focus on how
such economic- and stochastic-dependency among system components
can affect optimal CBM strategies; but, different than previous works,
they address new and divergent types of system structures and consider
imperfect maintenance activities. Yousefi et al. [20] employ a very
similar approach to that of Zhang and Si [17] to study CBM strategies
for a multi-component system with individually repairable components,
namely, stochastically and economically independent components. Liu
et al. [21] address a system having two heterogeneous components
whose degradation follows a bi-variate gamma process by using a
Markovian modeling approach and reveal that for the case where the
components’ exact deterioration levels are fully observable, the optimal
condition-based maintenance decision is a type of two-dimensional
control-limit policy.

Liu et al. [22] consider the problem of obtaining the optimal main-
tenance policy for partially observed systems in various industrial
maintenance practices, where online monitoring combined with more
than one type of inspection with different diagnosis capabilities. Aris-
mendi et al. [23] propose a framework to address cases where delays
between decision-making and maintenance action execution may lead
to further system deterioration, necessitating adjustments in the orig-
inal maintenance plan. Andersen et al. [24] present a unified view
of condition-based and time-based maintenance (TBM) strategies for
a system whose components wear according to a multivariate gamma
process with Lévy copula dependence. The authors also investigate
the computational limitations of their TBM and CBM models and
state that their procedure based on a dynamic programming approach
is getting significantly slower as the number of components in the
system becomes more than six or seven. Analogously, Zhang et al.
[25] use a Lévy process to model components’ deterioration; however,
different than Andersen et al. [24], the authors address a 𝑘-out-of-𝑛
system. Hao et al. [26] employ a simulation-based approach to study
a condition-based maintenance problem regarding 𝑘-out-of-𝑛 systems,
3

where components’ deterioration processes may differ due to different
workloads, usage rates, or environmental stresses that are associated
with their locations. Zhang et al. [27] adopt a Markovian decision
process to develop a CBM model for a system having multiple compo-
nents whose degradation processes not only depend on their intrinsic
characteristics but also on their common operating environment. Under
the assumption that the components’ deterioration levels are fully
observable, they derive the structural properties of the maintenance
policy and the optimal maintenance cost. Hu et al. [28] also examine
a very similar problem to that of Zhang et al. [27], incorporating
imperfect maintenance operations.

Li et al. [29] develop a CBM strategy model that integrates main-
tenance, product quality, and working schedule for manufacturing
systems. Sanoubar et al. [30] investigate the problem of implementing
condition-based maintenance for a set of geographically distributed as-
sets considering a single maintenance resource that travels between the
locations of these assets. Guo and Liang [31] adapt a Markovian mod-
eling approach for the joint optimization of successive inspection times
and maintenance decisions for multi-component systems. Furthermore,
this literature stream has been expanding with studies that integrate
condition-based maintenance planning with other types of decisions
related to inventory control [32–34], production control [35–40], spare
part selection [7], components’ deterioration levels balancing [41,42],
and maintenance team scheduling/allocation [43,44].

Our work is distinguished from the rest of the literature since it
provides a scalable optimization approach that does not suffer from the
dreaded curse of dimensionality. Hence, it is applicable to systems with
many components in a way that other MDP models are not.

3. The model

The system we consider comprises 𝐶 identical components. Each
component deteriorates over time by making transitions among a finite
number of levels from 0 to 𝐾. The components and their deterioration
levels are represented by 𝑖 = 1, 2,… , 𝐶 and 𝑑𝑖 ∈ 𝐷 where 𝐷 =
{0, 1, 2,… , 𝐾}, respectively. For each component 𝑖, the deterioration
levels are ordered in a way that 0 represents the level at which the
component works perfectly and 𝐾 represents the level at which the
component has failed and requires replacement. The levels in between,
i.e., 𝑑𝑖 ∈ {1, 2,… , 𝐾 − 1}, represent increasing levels of degradation
that do not prevent the component’s operation. The degradation of
a component is always to the next level. Under the setting we con-
sider herein, an intervention is required whenever at least one of the
components is at degradation level 𝐾 or it is through a decision at
other degradation levels. An intervention always restores all compo-
nents to perfect working conditions, i.e., 𝑑𝑖 = 0,∀𝑖. Hence, we will
use the terms intervention and restoration interchangeably, hereafter.
Independent of their degradation levels, all components are set to halt
(system stoppage) before intervention. The intervention duration is the
time period from the system stoppage till the resumption of the system
upon restoration of all components. We assume that the duration of an
intervention is constant and known.

In our setting, the full information on the exact deterioration levels
of components can only be observed through on-site inspection. How-
ever, the system has a single sensor that provides partial information
via a system-wide, three-level signal denoted by 𝜎 ∈ {0, 1, 2}: (i) 𝜎 = 0
(a green signal), when all components are at the deterioration level 0
(∀𝑖, 𝑑𝑖 = 0); (ii) 𝜎 = 2 (a red signal), when at least one component is
at level 𝐾 (∃𝑖 ∶ 𝑑𝑖 = 𝐾); and (iii) 𝜎 = 1 (a yellow signal), otherwise
(∀𝑖, 𝑑𝑖 < 𝐾,∃𝑖 ∶ 𝑑𝑖 > 0). Intervention decisions are based on the partial
information by these signals. We assume that the system operates with
jidoka (autonomation) principle where all components automatically stop
working upon an intervention decision [45]. Alluded to above, the
system-wide stoppage creates an opportunity for all components for
restoration (see, Berk and Toy [46]).

The sensor transmits the signal periodically. We assume that the

transmission interval (period) of the signals is sufficiently short such
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that at most one level of degradation may occur for each component.
That is, in each period, the deterioration level of a component either
increases by one with probability 𝛼 or remains the same. An inter-
ention is required when 𝜎 = 2 (upon receiving a red signal) and

optional when 𝜎 = 1 (upon receiving a yellow signal). No intervention
is needed when 𝜎 = 0 (a green signal) since the exact deterioration
levels of all components are known to be zero; hence, it would not
result in any benefit. However, in our modeling approach, we allow
such sub-optimal interventions for completeness.

Every period, after observing the signal, the decision maker decides
on whether or not to perform an intervention based on the signal
history denoted by 𝝈. In our setting, an intervention restores all com-
ponents to deterioration level 0 by replacement, hence the relevant
signal history for the decision making is the signals since the last
restoration. Upon an intervention decision, a site visit is required,
before which the decision maker also needs to determine the number of
components to be transferred for replacement. We denote the aggregate
decision of visiting and the number of components to be transferred,
henceforth will be called action, with a single variable 𝑎 ∈ 𝐴 where
𝐴 = {0, 1, 2,… , 𝐶}. When 𝑎 = 0, the decision is not to perform a
site visit; when 𝑎 > 0, the decision is to perform a site visit with 𝑎
components.

For illustration of the relationship between signal history 𝝈 and
action 𝑎, consider the following realizations:

(i) Suppose the signal history since the last regeneration is 𝝈 =
{0, 1,… , 1, 2}, then a site visit is required with a particular number
of components, i.e., 𝑎 > 0; in which case the next signal after the
restoration is 𝜎 = 0 with the signal history 𝝈 = {0}.

(ii) Suppose now the signal history since the last regeneration is
𝝈 = {0, 1,… , 1}, then a site visit is optional (𝑎 > 0 in case of a site
visit, and 𝑎 = 0 otherwise) with a particular number of components,
i.e., 𝑎 ≥ 0; in which case the next signal is 𝜎 = 0 with the signal
history 𝝈 = {0} when 𝑎 > 0, and 𝜎 = 1 or 2 with the signal history
𝝈 = {0, 1,… , 1} or 𝝈 = {0, 1,… , 1, 2}, respectively, when 𝑎 = 0.

(iii) Lastly, suppose the signal history since the last regeneration is
𝝈 = {0}, then a site visit is optional (𝑎 > 0 in case of a site visit, and
𝑎 = 0 otherwise) with a particular number of components, i.e., 𝑎 ≥ 0;
in which case the next signal is 𝜎 = 0 with the signal history 𝝈 = {0}
when 𝑎 > 0, and 𝜎 = 0 or 1 with the signal history 𝝈 = {0} or 𝝈 = {0, 1},
respectively, when 𝑎 = 0.

The jidoka principle and our assumption about intervention duration
llow this duration to be of arbitrary length, i.e., longer or shorter
han the length of a period. As it will be clear soon, the derivation
elow relies on modeling the long-run behavior of the system in terms
f stochastically identical cycles which start and end with system
estoration, namely, 𝑑𝑖 = 0,∀𝑖; hence, without loss of generality, we

assume that intervention lasts a single period.
Next, we discuss our cost structure. We assume that there are fixed

and variable cost components of the intervention. The fixed cost compo-
nent depends on the type of the most recent signal of the signal history,
denoted by 𝑐𝜎 . The fixed cost is due to transportation to and from the
system site, the labor of the necessary crew, and consumable parts. Note
that in the literature, 𝑐2 is referred to as corrective maintenance cost
and 𝑐1 as preventive maintenance cost [7]. Typically, the corrective
maintenance cost 𝑐2 is assumed to be greater than the preventive

aintenance cost 𝑐1 (for a detailed discussion, see, e.g., Alaswad and
iang [2], Keizer et al. [5]), as is the case in our study. Additionally,
ithout any loss of generality, we assume that 𝑐0 is less than 𝑐1 and is

qual to zero.
As per the variable cost components of intervention, during an

ntervention, all deteriorated components, i.e., all 𝑖 such that 𝑑𝑖 ≥ 1,
re replaced with brand new components at a unit replacement cost
f 𝑐𝑟, restoring the levels of all components to zero. Replacement of
ll deteriorated components necessitates the transfer of a sufficient
umber of components to the system site. In our setting, the number
4

f components to be replaced, 𝑌 ∈ {1, 2,… , 𝐶}, is a random variable
t a decision instance, and its realization, 𝑦(𝐝), is observed only after
he on-site inspection which reveals the exact deterioration level of all
omponents 𝐝 = (𝑑1,… , 𝑑𝐶 ), i.e., 𝑦(𝐝) =

∑𝐶
𝑖=1 1{𝑑𝑖≠0}. Based on the

ecision 𝑎, a transfer cost of 𝑐𝑡 is incurred per unit of components
ransferred to the site. The decision 𝑎 may result in an excess or a

shortage of transferred components. In case of a shortage, 𝑎 < 𝑦(𝐝),
second transfer of a sufficient number of components, (𝑦(𝐝) − 𝑎) with

n expected value of 𝐸[(𝑌 −𝑎)+], is scheduled to replace the remaining
eteriorated components at a unit transfer cost of 𝑐𝑠. In case of an

excess, 𝑎 > 𝑦(𝐝), all unused components (𝑎−𝑦(𝐝)) with an expected value
of 𝐸[(𝑎−𝑌 )+], are transferred back at a unit cost of 𝑐𝑒. Note that in the
corresponding expectation expressions, (𝑥)+ where 𝑥 is a real number
epresents max{0, 𝑥}. Under this cost structure, the expected cost of a

single period (SPC) is:

𝑆𝑃𝐶(𝑎|𝝈)

=
{

0, if 𝑎 = 0
𝑐𝜎 + 𝑐𝑡𝑎 + 𝑐𝑟𝐸[𝑌 ] + 𝑐𝑠𝐸[(𝑌 − 𝑎)+] + 𝑐𝑒𝐸[(𝑎 − 𝑌 )+], if 𝑎 > 0

.

(1)

Our objective is to identify the optimal intervention policy that
minimizes the long-run expected cost rate. Note that an intervention
policy maps an action 𝑎 to each signal history 𝝈. That is, given the signal
history, the intervention policy dictates if the site visit will take place
and jointly how many components will be taken along in case of a site
visit.

Our optimization procedure relies on modeling the system as a
Markov Decision Process (MDP). First, we develop the probability
distributions and system equations required to calculate the long-run
expected cost rate for a given policy. Next, using the aforementioned
probability distributions and system equations, we construct a Linear
Programming (LP) model to obtain the optimal policy.

The evolution of exact deterioration levels, 𝐝 (the complete system
information), and signal history, 𝝈 (the partial system information), gen-
erates two separate stochastic processes. Henceforth, we will refer to
the stochastic process of complete system information as the Core
Process (CP) and the stochastic process of partial system information
as the Observed Process (OP). The probability distributions and system
equations will specifically include (i) the one-step transition probability
distribution of CP, (ii) the unconditional probability distribution of the
system state of CP, (iii) the probability distribution of the system state in
CP given OP, (iv) the one-step transition probability distribution of OP,
and (v) the balance equations and long-run expected cost rate function.

3.1. Core and observed processes

In this section, we first introduce the Core Process and then the
Observed Processes. In addition, we provide the optimization model
that we use to numerically determine the optimal maintenance and
spare part quantity decisions.

3.1.1. Core process
The evolution of complete system information, 𝐝, along with the

actions gives rise to the Core Process (CP). Let {𝛥𝑛, 𝑛 ≥ 0} denote the
stochastic process CP with the state space 𝑆𝛥 = {𝐝 = (𝑑1, 𝑑2,… , 𝑑𝐶 ) ∶
∀𝑖, 0 ≤ 𝑑𝑖 ≤ 𝐾 and 𝑑𝑖 ∈ Z}. Depending on the actions, the state space
of CP can be reduced down to a sub-space of 𝑆𝛥.

Note that upon intervention at any state 𝐝 or self-transition at state
𝐝 = 𝟎 the system is restored to the state 𝐝′ = 𝟎, therefore, the CP is
a regenerative process. Since every regeneration point trigger stochas-
tically identical cycles, the characteristics of a cycle reflect long-run
characteristics of the system due to the renewal reward theorem [47,
48]. Consequently, without loss of generality, 𝑛 = 0 when 𝐝 = 𝟎. The
time index now corresponds to the number of periods since the last
regeneration point. For the completeness of system characterization,

we will need to differentiate the boundary condition, i.e., (𝐝 = 𝟎, 𝑛 = 0),
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Table 1
A list of notation.
𝐶: Total number of components. 𝑖: Component index.
𝐾: Last deterioration level. 𝑑𝑖: Deterioration level of component 𝑖, i.e., 𝑑𝑖 ∈ 𝐷

where 𝐷 = {0, 1, 2,… , 𝐾} .
𝐷: Set of deterioration levels. 𝐝: 𝐶-dimensional vector encapsulating the

deterioration levels of all components.
𝜎: Signal type, i.e., 𝜎 ∈ {0, 1, 2}. 𝝈: Signal history.
𝐴: Set of admissible actions. 𝑎: Action that integrates the maintenance and spare

part quantity decisions, i.e., 𝑎 ∈ 𝐴 where
𝐴 = {0, 1, 2,… , 𝐶}.

𝛼: Probability that the deterioration level increases by
a single unit.

𝑌 : Total number of components required to be
replaced in case of a site visit. It is a random
variable and its realization is denoted by 𝑦(𝐝).

𝑐1: Preventive maintenance cost. 𝑐2: Corrective maintenance cost.
𝑐𝑡: Cost of transferring a single component to the site. 𝑐𝑟: Cost of replacing a single component in the site

visit.
𝑐𝑠: Cost of bringing a single component to the site with

an extra transfer option.
𝑐𝑒: Cost of returning a single component back.

𝑆𝑃𝐶(𝑎|𝝈): Expected cost of a single period. 𝑐𝑒: Cost of returning a single component back.
(.)+: Ramp-up function, i.e., max(0, .). 1(.): Indicator function, i.e., it returns 1 if (.) holds;

otherwise, it gives 0.
𝛥𝑛: Stochastic process of CP. 𝑆𝛥: State space for the stochastic process of CP.
𝑛: Number of periods since the last regeneration point. Z: Set of integer numbers.
𝛿𝑖: Increment in the deterioration level of component 𝑖,

i.e., 𝛿𝑖 ∈ {0, 1}.
𝛺𝑛: Stochastic process of OP.

𝑆𝑛
𝛺 : State space for the stochastic process of OP. 𝐸𝜎

𝛥 : Partitioning of the state space of process CP.
𝛱𝜎,𝑛,𝑎: Limiting probability of being in state 𝜎 and taking

decision 𝑎 at period 𝑛.
Znonneg: Set of non-negative integer numbers, i.e.,

Znonneg = {0, 1, 2,… , 𝑈}.
Z+: Set of positive integer numbers, i.e.,

Z+ = {1, 2,… , 𝑈}.
𝑈 : Truncation level.

𝜖: Tolerance level. 𝑍(𝛱𝜎,𝑛,𝑎): Long-run expected cost rate.
p
p
c

and transition which result in 𝐝′ = 𝟎, i.e., a self-transition or restoration.
Hence, we will denote the next time index right before regeneration as
𝑛+. In elaboration, time instance 𝑛+ corresponds to the end of a cycle.

Although the system state of the last period of a cycle can be any
tate 𝐝, the system at time 𝑛+ is always in state 𝐝′ = 𝟎 with intervention
hen 𝐝 ≠ 𝟎 and without intervention (a self-transition) when 𝐝 = 𝟎. The
ne-step transition probabilities of CP for all admissible state–action
airs, (𝐝, 𝑎), are:

Case 1: For {(𝐝, 𝑎) ∶ ∀𝑖, 𝑑𝑖 < 𝐾 and 𝑎 = 0},
For a self-transition in state 𝐝 = 𝟎,

(𝛥0+ = 𝟎|𝛥0 = 𝟎) = (1 − 𝛼)𝐶 , (2)

nd, for other transitions,

(𝛥𝑛+1 = 𝐝′|𝛥0 = 𝐝) =
𝐶
∏

𝑖=1
𝛼𝛿𝑖 (1 − 𝛼)1−𝛿𝑖 , when 𝐝 = 𝟎 and 𝐝′ ≠ 𝟎. (3)

𝑃 (𝛥𝑛+1 = 𝐝′|𝛥𝑛 = 𝐝) =
𝐶
∏

𝑖=1
𝛼𝛿𝑖 (1 − 𝛼)1−𝛿𝑖 , when 𝑛 ≥ 1,𝐝 ≠ 𝟎, and 𝐝′ ≠ 𝟎,

(4)

where 𝐝′ = (𝑑1 + 𝛿1, 𝑑2 + 𝛿2,… , 𝑑𝐶 + 𝛿𝐶 ) with 𝛿𝑖 ∈ {0, 1}; and 0 for all
other 𝐝′ with 𝛿𝑖 > 1. Note that the transition probability is positive only
for 𝐝′ where the increase in the deterioration level of any component,
𝛿𝑖, is at most 1.

Case 2: For {(𝐝, 𝑎) ∶ 𝐝 ∈ 𝑆𝛥 and 𝑎 > 0},

𝑃 (𝛥𝑛+ = 𝐝′|𝛥𝑛 = 𝐝) = 1, when 𝑛 ≥ 0 and 𝐝′ = 𝟎, (5)

and 0 for all other 𝐝′. Note that the time index 𝑛+ is the instance
just before the beginning of the next cycle. Hence, no event can occur
between time indices 𝑛+ and 0, i.e., 𝑃 (𝛥𝑛+ = 𝐝′|𝛥𝑛 = 𝐝) = 𝑃 (𝛥0 =
𝐝′|𝛥𝑛 = 𝐝).

Next, we can generate the probability of CP being in a state 𝐝 at any
given period 𝑛, i.e., the unconditional state distribution for intermediate
periods of a cycle,

𝑃 (𝛥𝑛 = 𝐝) =
∑

𝑃 (𝛥𝑛 = 𝐝|𝛥𝑛−1 = 𝐡)𝑃 (𝛥𝑛−1 = 𝐡), when 𝑛 ≥ 1, (6)
5

ℎ∈𝑆𝛥
and for the last period of the cycle with intervention,

𝑃 (𝛥𝑛+ = 𝟎) =
∑

ℎ∈𝑆𝛥

𝑃 (𝛥𝑛+ = 𝟎|𝛥𝑛 = 𝐡)𝑃 (𝛥𝑛 = 𝐡), (7)

with the boundary condition

𝑃 (𝛥0 = 𝟎) = 1. (8)

3.1.2. Observed process
The above CP is valid under no information. However, due to our

construction, a signal from the site, which contains partial information
about the system is available. This partial information is a system-
wide signal (𝜎) for the current and all previous periods. This set of
information along with the actions is sufficient to construct another
regenerative stochastic process, denoted as Observed Process (OP).
For OP, the system state representation with minimal dimensions is
obtained by keeping track of the current signal, 𝜎, and the number of
eriods since the last regeneration point, 𝑛. We define the regeneration
oint of OP, in line with the definition for CP as the restoration of all
omponents into deterioration level zero, as 𝜎 = 0 and 𝑛 = 0. Now,

let {𝛺𝑛, 𝑛 ≥ 0} denote the stochastic process OP with the state space
𝑆𝑛
𝛺 = {𝜎} such that

⎧

⎪

⎨

⎪

⎩

𝑆𝑛
𝛺 ={0}, 𝑛 = 0, (a)

{1}, 𝑛 = 1, 2,… , 𝐾 − 1, (b)
{1, 2}, 𝑛 ≥ 𝐾. (c)

(9)

Note that (9)(a) holds due to our definition of the regeneration point;
(9)(b) holds due to (9)(a) and transition into 𝜎 = 2 requires at least
𝐾 transitions; (9)(c) holds due to (9)(b) and self transitions in CP
generating 𝜎 = 1.

Formally, we can relate the CP {𝛥𝑛, 𝑛 ≥ 0} and OP {𝛺𝑛, 𝑛 ≥ 0} as
follows. We first introduce the partition of the state space of CP and OP,
with respect to 𝜎. Let 𝐸𝜎

𝛥 be a partition of the state space of process CP
with respect to 𝜎:

𝐸0
𝛥 = {𝐝 ∶ ∀𝑖, 𝑑𝑖 = 0}, 𝐸1

𝛥 = {𝐝 ∶ ∀𝑖, 𝑑𝑖 < 𝐾 and ∃𝑖, 𝑑𝑖 > 0}
2 (10)
, 𝐸𝛥 = {𝐝 ∶ ∃𝑖, 𝑑𝑖 = 𝐾},
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Fig. 1. The diagram for signal transition dynamics.

The relation between the two processes can be defined in terms of
the relationship between the partition sets as follows:

(𝜎 = 0) ⟺ 𝐸0
𝛥, (𝜎 = 1) ⟺ 𝐸1

𝛥, (𝜎 = 2) ⟺ 𝐸2
𝛥. (11)

Next, we show how the state distribution of CP can be updated upon
receiving additional information from OP.

𝑃 (𝛥𝑛 = 𝐝|𝛺𝑛 = 𝜎) =
𝑃 (𝛥𝑛 = 𝐝, 𝛺𝑛 = 𝜎)

𝑃 (𝛺𝑛 = 𝜎)

=
𝑃 (𝛺𝑛 = 𝜎|𝛥𝑛 = 𝐝) × 𝑃 (𝛥𝑛 = 𝐝)

∑

𝐡∈𝑆𝛥
𝑃 (𝛺𝑛 = 𝜎|𝛥𝑛 = 𝐡) × 𝑃 (𝛥𝑛 = 𝐡)

(12)

From (11), 𝑃 (𝛺𝑛 = 𝜎|𝛥𝑛 = 𝐡) = 1 when 𝐡 ∈ 𝐸𝜎
𝛥 ; otherwise, it is zero.

Hence, we have

𝑃 (𝛥𝑛 = 𝐝|𝛺𝑛 = 𝜎) =

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

1, if 𝜎 = 0 and 𝐝 ∈ 𝐸0
𝛥,

𝑃 (𝛥𝑛 = 𝐝)
∑

𝐡∈𝐸1
𝛥
𝑃 (𝛥𝑛 = 𝐡)

, if 𝜎 = 1 and 𝐝 ∈ 𝐸1
𝛥,

𝑃 (𝛥𝑛 = 𝐝)
∑

𝐡∈𝐸2
𝛥
𝑃 (𝛥𝑛 = 𝐡)

, if 𝜎 = 2 and 𝐝 ∈ 𝐸2
𝛥,

0, otherwise.

(13)

As the next step, we derive one-step transition probabilities of the
OP, 𝑃 (𝛺𝑛+1 = 𝜎′|𝛺𝑛 = 𝜎), in terms of transition probabilities into states
of CP in 𝐸𝜎′

𝛥 for all admissible state–action pairs, (𝜎, 𝑎) as follows:
Case 1: For {(𝜎, 𝑎) ∶ ∀𝑛, 𝜎 < 2 and 𝑎 = 0},
For a self-transition into the regeneration state, which follows from

(11) and (2):

𝑃 (𝛺0+ = 0|𝛺0 = 0) = 𝑃 (𝛥0+ = 𝟎|𝛥0 = 𝟎) = (1 − 𝛼)𝐶 , (14)

and, for all other transitions:

𝑃 (𝛺𝑛+1 = 𝜎′|𝛺𝑛 = 𝜎) =
∑

𝐡∈𝐸𝜎′
𝛥

𝑃 (𝛥𝑛+1 = 𝐡|𝛺𝑛 = 𝜎) (15)

where 𝜎′ = 1 and 𝜎 = 0 for 𝑛 = 0, and 𝜎′ = 1 or 2 and 𝜎 = 1 for
≥ 1; with the transition probabilities into states of CP given that the
bserved process is in 𝜎:

𝑃 (𝛥𝑛+1 = 𝐝|𝛺𝑛 = 𝜎)
∑

𝐡∈𝑆𝛥

𝑃 (𝛥𝑛+1 = 𝐝|𝛥𝑛 = 𝐡, 𝛺𝑛 = 𝜎) × 𝑃 (𝛥𝑛 = 𝐡|𝛺𝑛 = 𝜎), (16)

=
∑

𝐡∈𝐸𝜎
𝛥

𝑃 (𝛥𝑛+1 = 𝐝|𝛥𝑛 = 𝐡) × 𝑃 (𝛥𝑛 = 𝐡|𝛺𝑛 = 𝜎), (17)

due to the implications in (11). Note that probability expressions in
(17) are provided in (2)–(4) and (13).

Case 2: For {(𝜎, 𝑎) ∶ ∀𝑛, 𝜎 ∈ 𝑆𝑛
𝛺 and 𝑎 > 0},

𝑃 (𝛺𝑛+ = 0|𝛺𝑛 = 𝜎) = 1,

when (𝜎 = 0, 𝑛 = 0) or (𝜎 = 1, 1 ≤ 𝑛 ≤ 𝐾 − 1) or (𝜎 ≥ 1, 𝑛 ≥ 𝐾).
(18)

We illustrate the signal transition dynamics in terms of one-step
transition probabilities (14)–(18) for each time index 𝑛 in Fig. 1.
6

3.2. Optimization model

Next, we provide the balance equations and long-run expected
cost rate function below. All notations we used in both mathematical
and optimization models are presented in Table 1. Let 𝛱𝜎,𝑛,𝑎 be the
limiting probability of being in state 𝜎 and taking decision 𝑎 at period
𝑛 of a cycle in the non-homogeneous process OP. Then, the balance
equations for the long-run state–action distribution (19)–(21) and the
normalization (22) and non-negativity (23) conditions are:
∑

𝑎∈𝐴
𝛱1,𝑛,𝑎=

∑

𝜎∈{0,1}
𝑃 (𝛺𝑛 = 1|𝛺𝑛−1 = 𝜎) ×𝛱𝜎,𝑛−1,0, for 𝑛 ≥ 1 (19)

∑

𝑎∈𝐴⧵{0}
𝛱2,𝑛,𝑎=𝑃 (𝛺𝑛 = 2|𝛺𝑛−1 = 1) ×𝛱1,𝑛−1,0, for 𝑛 ≥ 𝐾 (20)

∑

𝑎∈𝐴
𝛱0,0,𝑎=𝑃 (𝛺0+ = 0|𝛺0 = 0) ×𝛱0,0,0 +

∑

𝑎∈𝐴⧵{0}
1 ×𝛱0,0,𝑎 +

∑

𝑛∈Z+

∑

𝜎∈𝑆𝑛
𝛺

∑

𝑎∈𝐴⧵{0}
𝑃 (𝛺𝑛+ = 0|𝛺𝑛 = 𝜎)𝛱𝜎,𝑛,𝑎

(21)

∑

𝑛∈Znonneg

∑

𝜎∈𝑆𝑛
𝛺

∑

𝑎∈𝐴
𝛱𝜎,𝑛,𝑎 = 1 (22)

𝛱𝜎,𝑛,𝑎 ≥ 0, ∀𝑛 ∈ Znonneg,∀𝜎 ∈ 𝑆𝑛
𝛺 , and, ∀𝑎 ∈ 𝐴 (23)

On the other hand, the long-run expected cost rate function is:

𝑍(𝛱𝜎,𝑛,𝑎 =
∑

𝑛∈Z+

∑

𝜎∈𝑆𝑛
𝛺

∑

𝑎∈𝐴⧵{0}
𝛱𝜎,𝑛,𝑎

(

𝑐𝜎 + 𝑎𝑐𝑡 +
∑

𝐝

[

𝑃 (𝛥𝑛 = 𝑑|𝛺𝑛 = 𝜎)(𝑦(𝐝)𝑐𝑟 + (𝑎 − 𝑦(𝐝))+𝑐𝑒

+ (𝑦(𝐝) − 𝑎)+𝑐𝑠)
]

)

. (24)

In Eq. (24), the first component given in parentheses represents the
expected cost of having a site visit when the signal type is 𝜎 whereas
the second component stands for the expected cost of having a shortage
and an excess in the number of spare parts brought to the site visit.

The above set of equations is sufficient to develop a linear program-
ming formulation to obtain optimal values for 𝛱𝜎,𝑛,𝑎 that subsumes
the optimal set of actions for all 𝜎 and 𝑛. The linear programming
formulation we implement is to minimize (24) subject to (19)–(23). Note
that our model satisfies the standard conditions outlined in Puterman
(2014), ensuring the existence of an optimal deterministic stationary
policy. Hence, there is no reason to consider randomized policies for
our model.

3.3. Computational implementation

The optimization model presented in the previous section is de-
fined by the transition probabilities for the observed process. Since
these transition probabilities are not readily available, they have to
be generated from the transition probabilities of the core processes, as
discussed in Section 3.1. Henceforth, we are going to call this part of
our procedure ‘‘pre-processing ’’.

The state space of the OP defined in the previous section is the set
of all non-negative integer numbers. Hence, it is not computationally
feasible to generate all one-step transition probabilities for the process
in the pre-processing stage. However, the probability of reaching the
time index 𝑛 before a regeneration, 𝑃 {𝑆𝑛

𝛺}, is non-increasing in the time
index 𝑛. We propose to stop the generation of the one-step transition
probabilities when 𝑃 {𝑆𝑛

𝛺} ≤ 𝜖, where 𝜖 is an arbitrarily small number.
That is, we generate the transition probabilities up to a time index 𝑈
that satisfies the given equation:

𝑈 = argmin
𝑛
(𝑃 {𝑆𝑛

𝛺} ≤ 𝜖). (25)

In other words, we obtain the truncation level 𝑈 by setting the proba-
bility of reaching the counter index 𝑈 below a given tolerance level, 𝜖.
Given that in the optimal solution of LP the counter index 𝑈 is visited
with probability zero, we obtain an optimal solution for the unrestricted
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Table 2
Parameter sets for the numerical experiments.
Parameter Set Parameter Set Parameter Set

(1 − 𝛼) {0.65, 0.75, 0.85, 0.95} 𝑐1 {100} 𝑐2 {100, 200, 400, 800}
𝐾 {2, 3, 5} 𝑐𝑡 {30} 𝑐𝑟 {50}

𝐶 {1, 2, 4} 𝑐𝑒 {30} 𝑐𝑠 {30, 60, 90}
problem. Otherwise, we keep decreasing 𝜖, consequently increasing 𝑈 ,
ntil the previous condition is satisfied.

The optimization model presented in Eqs. (19)–(24), needs to be
djusted upon the state-space truncation we propose. Note that it is
ctually not possible to directly use the given formulation, with any
olver, even if we were able to generate the transition probabilities of
nfinite cardinality. The adjustment is implemented by redefining the
ets of the time index in the optimization model as
nonneg = {0, 1, 2,… , 𝑈}, (26)

Z+ = {1, 2,… , 𝑈}, (27)

nd by adding a new constraint given by

1,𝑈 ,0 = 0. (28)

q. (28) forces the OP to regenerate at time index 𝑈 , which ensures
hat the system does not exceed the time index limit. Upon executing
he LP numerically in a solver environment (Gurobi Optimizer version
0.0.2 in Phyton for our case), if the given optimal solution entails
he restoration of the system before the time index 𝑈 , our solution is
uaranteed to be optimal for the original LP of Eqs. (19)–(24), as well.
or all numerical instances that we covered in our study, this was the
ase using an 𝜖 = 0.01. If this were not the case, we would have to
ecrease the value of 𝜖 until ∑

𝜎∈𝑆𝑈
𝛺

∑

𝑎∈𝐴 𝛱𝜎,𝑈,𝑎 = 0 is satisfied (see
49,50] for similar implementations).

. Numerical analysis

In this section, we introduce our experimental design. For each
xperiment, we report performance and policy metrics and compare
he performance of the optimal policy with the naive heuristic policies
e propose. Additionally, we discuss the effect of system parameters
ased on our metrics. We complete the section by providing a set of
xperiments that illustrates the scalability of our methodology. Note
hat all numerical results we obtained with the proposed procedure
ere verified by a simulation model.

.1. Parameters

In our numerical experiments, we consider 5 different alternatives
or the probability that the deterioration level increases by a single
nit (𝛼), 3 different alternatives for the last deterioration level (𝐾), 3
ifferent alternatives for the number of components in the system (𝐶),
different alternatives for the corrective maintenance cost (𝑐2), and
different alternatives for the cost of bringing a single component to

he site with an extra transfer option (𝑐𝑠). On the other hand, we set
the preventive maintenance cost (𝑐1), the transfer cost (𝑐𝑡), the cost of
returning a single component back (𝑐𝑒), and the replacement cost (𝑐𝑟) as
100, 30, 30, and 50, respectively. To examine how system parameters
affect the system performance measures, we consider a full-factorial
experimental design with all these alternatives (see, Table 2). That is,
in total, we create a total of 42×33 = 432 different numerical instances.
We defer the justification for the alternatives for the parameters to [7],
where they are discussed in detail and justified within the context of a
real-life case study. Note that the alternatives given in Table 2 are set
in parallel with those of [7].

4.2. Heuristic policies & performance and policy metrics

In this work, we propose 6 different heuristic policies that are
described in Table 3. Under the first group of heuristic policies (from 1
7

Table 3
List of heuristic policies considered to assess the performance of the optimal policy.

Policy code (𝐻) Policy description

1: Intervene at 𝐾 − 1 taking an optimal number of parts
2: Intervene at 𝐾 − 1 taking a single component
3: Intervene at 𝐾 − 1 taking 𝐶 components
4: Intervene only upon receiving a red signal taking an

optimal number of parts
5: Intervene only upon receiving a red signal taking a single

component
6: Intervene only upon receiving a red signal taking 𝐶

components

to 3), the service provider intervenes in the system when she receives
a total of (𝐾 − 1) yellow signals. Note that it is not possible for the
system to emit a red signal before observing (𝐾 − 1) yellow signals.
This policy guarantees the system to be restored only via preventive
maintenance interventions. So, in the literature, these types of policies
are known as preventive policies. Under the second group of heuristic
policies (from 4 to 6), the service provider intervenes in the system only
upon receiving a red signal. This implies that the policy restores the
system only via corrective maintenance interventions, which is known
as corrective policies in the literature [2,7].

Both groups consist of three policies that differ in terms of the
number of spare parts to be taken along with the service provider at
the time of the intervention. Specifically, (i) for policies 1 and 4, the
policy is to take the optimal number of parts, (ii) for policies 2 and 5,
the policy is to take a single component, and (iii) for policies 3 and 6,
the policy is to take the total number of components in the system 𝐶.

For each problem instance, we collect the optimal value of the
objective function as defined in Eq. (24) and henceforth denoted as 𝑧∗.
As an additional performance metric, we keep track of the long-run
fraction of the time that the system is up under the optimal policy,
which is represented by 𝑈𝑃 . Furthermore, the optimal preventive
maintenance points, 𝑛∗ are also recorded. Note that 𝑛∗ denotes the
optimal number of yellow signal counts to be received before invoking
a preventive maintenance intervention. This count may not be reached
if the system generates a red signal beforehand.

We also utilize the following performance indicator to assess the
value of using the optimal policy compared to a particular benchmark
heuristic policy:

%𝐼𝐻 =
𝑧∗𝐻 − 𝑧∗

𝑧∗
× 100, (29)

where 𝑧∗𝐻 is the long-run average cost obtained for each problem
instance with the use of the corresponding benchmark policy 𝐻 and 𝑧∗

is the long-run average cost obtained for each problem instance with
the use of the optimal policy. Note that we collect this performance
metric for each of the six heuristic policies, separately. Intuitively,
the higher the value of %𝐼𝐻 means the worse the performance of the
heuristic policy is compared to the optimal policy.

4.3. Experiments on policies and their performances

This section summarizes a wide set of numerical experiments that
we employ to assess how system characteristics affect the perfor-
mance/policy metrics and the benefit the optimal policy provides over
the heuristic policies we proposed. In the following sections, we report
the results of experiments in tables. Part (a) of each table provides the

minimum, the maximum, and the average for the performance/policy
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Table 4
Effect of total number of components on the policies.

(a) Performance/policy metrics for the optimal policy

Number of components (𝐶) 𝑧∗ 𝑛∗ 𝑈𝑃

Mean Min Max Mean Min Max Mean Min Max

Low (1) 18.27 1.84 46.67 20.56 1.00 133.00 0.97 0.86 1.00
Medium (2) 31.01 3.37 76.77 17.52 1.00 104.00 0.96 0.81 1.00
High (4) 52.40 6.65 123.91 14.76 1.00 82.00 0.94 0.76 1.00

(b) Average cost degradation percentages for the heuristics

Number of components (𝐶) %𝐼1 %𝐼2 %𝐼3 %𝐼4 %𝐼5 %𝐼6
Low (1) 55.94 55.94 55.94 39.45 39.45 39.45
Medium (2) 57.11 58.17 84.03 28.76 32.29 31.24
High (4) 49.96 54.97 118.80 21.06 29.32 29.43
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metrics across all experiments for the given factor level. Furthermore,
in part (b) of each table, the averages for the performance indicators
for the six heuristic policies are presented.

4.3.1. Effect of total number of components
Table 4 shows that as 𝐶 increases, the long-run average cost in-

reases since it is more costly to maintain systems with more units.
arger systems are also more likely to fail earlier since the failure of any
omponent causes the system to become inoperative and to emit a red
ignal. Consequently, it is better to intervene earlier for larger systems.
nder the optimal policy even though intervention is preponed, the

ystem becomes more likely to experience failure before it is subject to
reventive maintenance. In accordance, the gap between the corrective
aintenance heuristics (policies 4–6) and the optimal policy decreases
ith the number of components (see Table 4). It should be noted

hat for a single-component system, there is no difference within the
euristic families (1–3) and (4–6), since the interventions all involve
single component change. The preventive maintenance heuristic that
roposes to take the total number of components underperforms signif-
cantly in larger systems. At the preventive maintenance point, (𝐾 −1),
t is unlikely that many components start their degradation. This is
ot the case for the corrective maintenance heuristic. Overall, there
s a significant benefit in applying the optimal policy instead of the
euristic.

.3.2. Effect of the number of yellow states
An increase in 𝐾 means effectively a higher resolution for the

ounter space. Table 5 indicates that the optimal policy takes ad-
antage of this, delivering a drastic improvement in terms of costs.
ince the system is likely to operate longer before failure, the optimal
olicy reacts by postponing preventive interventions, i.e., increasing
∗. Additionally, with a higher resolution for the counter space, the
ystem is better equipped to protect itself from failures, thereby leading
o a higher UP time (see Table 5). As the number of degradation
evels increase, the preventive maintenance based heuristics rapidly
ecome costlier, whereas the corrective maintenance based heuristics
end to cost less. This is in line with the intervention point being
ostponed and, therefore, the optimal policy resembling more and more
he corrective maintenance heuristics. To take more parts along during
he intervention works better for the corrective maintenance heuristics,
hereas the opposite is true for the preventive maintenance heuristics.
gain, the optimal policy brings to table significant improvements over

he heuristics.

.3.3. Effect of corrective maintenance cost
With an increase in the corrective maintenance cost, the service

rovider attempts to protect the system via earlier predictive inter-
entions so as not to experience costly failures. One can confirm this
trategy by observing the decrease in the 𝑛∗ column of Table 6. Since
his strategy results in a decrease in the failures and an increase in the
8

p times is illustrated in the 𝑈𝑃 column of Table 6. The performance
f the heuristic policies is also in line with the same observation. As the
orrective maintenance cost increases, the optimal policy prepones the
nterventions, becoming closer to the preventive maintenance heuristics
nd further apart from the corrective maintenance heuristics. This is
lso reflected in the cost figures given in Table 6.

Additionally, we analyzed the effect of unit shortage cost (𝑐𝑠) on
ur performance measures. However, it is observed that our measures
ere not sensitive to a change in the unit shortage cost. For the sake of

uccinctness, we do not provide the relevant results in this manuscript.

.3.4. Effect of component deterioration characteristic
As 𝛼 increases, the deterioration of components slows down. In this

ase, the service provider has no incentive to rush into a preventive
ntervention as manifested in the 𝑛∗ column of Table 7. Since times
etween interventions get longer, the maintenance costs per unit time
ecrease and the up times increase.

On the other hand, Table 7 indicates that the gap between the
orrective maintenance heuristics (policies from 4 to 6) and the optimal
olicy decreases as components become more reliable, that is, as 𝛼
ncreases. With a reliable set of components, the service provider is
etter off postponing preventive maintenance interventions as much as
ossible. Correspondingly, the optimal policy begins to resemble the
orrective maintenance heuristics, while significantly outperforming
he preventive maintenance heuristics.

.4. Experiments on scalability

The main contribution of the paper is to propose a scalable proce-
ure that can be applied to more realistic problem sizes, compared to
revious procedures available in the literature. To illustrate how the
roposed procedure scales when the system is composed of a larger
umber of components and the components deteriorate according to
more detailed process with a larger state space, we provide the

ollowing set of experiments, in which 𝐶 ∈ {2, 3, 4, 5, 6} and 𝐾 ∈
3, 5, 7, 9, 11, 13, 15}. Note that the other system parameters are kept
onstant and each of them is set to the median of the corresponding
evels given in Table 2. So, in total, we consider 5 × 7 = 35 different

problem instances. In Table 8, for each problem instance, we present
the execution times (in seconds) for the pre-processing stage (𝑃𝑡𝑖𝑚𝑒) and
the linear programming optimization (𝑂𝑡𝑖𝑚𝑒). Additionally, in the same
table, we provide the truncation levels (𝑈) for each problem instance.
Each problem instance is run using the Phyton code we developed, on
a virtual machine provided by Google Colab (Intel(R) Xeon(R) CPU
@2.20 GHz, 12 GB RAM). The optimization model is built within the
Python code using Gurobi API and then solved via Gurobi optimizer.

The execution times for pre-processing stage increase with the
number of components, as well as the size of the deterioration state-
space, as we expected. However, it is interesting that the same increases

do not seem to have any significant impact on the optimization times.
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Table 5
Effect of the number of yellow states on the policies.

(a) Performance/policy metrics for the optimal policy

Number of yellow states (𝐾 − 1) 𝑧∗ 𝑛∗ 𝑈𝑃

Mean Min Max Mean Min Max Mean Min Max

Low (2) 45.36 4.61 123.91 7.93 1.00 46.00 0.94 0.76 1.00
Medium (3) 35.23 3.07 107.55 15.56 2.00 78.00 0.96 0.84 1.00
High (5) 21.07 1.84 67.43 29.36 5.00 133.00 0.97 0.91 1.00

(b) Average cost degradation percentages for the heuristics

Number of yellow states (𝐾 − 1) %𝐼1 %𝐼2 %𝐼3 %𝐼4 %𝐼5 %𝐼6
Low (2) 20.10 20.15 57.57 41.59 43.24 49.45
Medium (3) 44.29 45.38 75.27 24.14 27.93 26.74
High (5) 98.62 103.56 125.92 23.54 29.89 23.92
Table 6
Effect of corrective maintenance cost on the policies.

(a) Performance/policy metrics for the optimal policy

Corrective maintenance cost (𝑐2) 𝑧∗ 𝑛∗ 𝑈𝑃

Mean Min Max Mean Min Max Mean Min Max

Very Low (100) 24.15 1.84 92.49 28.28 4.00 133.00 0.92 0.76 0.99
Low (200) 32.16 2.74 116.38 26.29 4.00 104.00 0.92 0.76 0.99
Medium (400) 38.64 3.69 123.91 9.63 1.00 50.00 0.99 0.95 1.00
High (800) 40.62 4.40 123.91 6.27 1.00 36.00 1.00 0.99 1.00

(b) Average cost degradation percentages for the heuristics

Corrective maintenance cost (𝑐2) %𝐼1 %𝐼2 %𝐼3 %𝐼4 %𝐼5 %𝐼6
Very Low (100) 118.09 120.77 161.36 0.00 5.28 4.82
Low (200) 59.07 61.23 92.51 0.13 4.28 3.80
Medium (400) 25.51 27.24 52.09 23.27 26.58 26.30
High (800) 14.67 16.21 39.06 95.63 98.60 98.58
Table 7
Effect of component deterioration characteristic on the policies.

(a) Performance/policy metrics for the optimal policy

Component deterioration characteristic (𝛼) 𝑧∗ 𝑛∗ 𝑈𝑃

Mean Min Max Mean Min Max Mean Min Max

Unreliable (0.65) 54.26 12.02 123.91 6.27 1.00 19.00 0.93 0.76 1.00
Fair (0.75) 42.45 8.80 99.40 8.52 1.00 26.00 0.95 0.81 1.00
Reliable (0.85) 28.20 5.39 69.77 14.13 1.00 44.00 0.96 0.86 1.00
Very Reliable (0.95) 10.66 1.84 29.88 41.55 1.00 133.00 0.99 0.95 1.00

(b) Average cost degradation percentages for the heuristics

Component deterioration characteristic (𝛼) %𝐼1 %𝐼2 %𝐼3 %𝐼4 %𝐼5 %𝐼6
Unreliable (0.65) 29.11 33.08 42.04 35.89 40.69 38.13
Fair (0.75) 40.02 42.85 59.91 31.99 36.15 35.10
Reliable (0.85) 57.64 58.94 89.89 27.99 31.64 32.06
Very Reliable (0.95) 90.58 90.58 153.18 23.15 26.26 28.20
Table 8
Pre-processing (𝑃𝑡𝑖𝑚𝑒) and optimization (𝑂𝑡𝑖𝑚𝑒) times (in seconds).

𝐶 = 2 𝐶 = 3 𝐶 = 4 𝐶 = 5 𝐶 = 6

𝑃𝑡𝑖𝑚𝑒 𝑂𝑡𝑖𝑚𝑒 𝑈 𝑃𝑡𝑖𝑚𝑒 𝑂𝑡𝑖𝑚𝑒 𝑈 𝑃𝑡𝑖𝑚𝑒 𝑂𝑡𝑖𝑚𝑒 𝑈 𝑃𝑡𝑖𝑚𝑒 𝑂𝑡𝑖𝑚𝑒 𝑈 𝑃𝑡𝑖𝑚𝑒 𝑂𝑡𝑖𝑚𝑒 𝑈

𝐾 = 3 0.005 0.030 20 0.007 0.030 17 0.080 0.030 15 0.180 0.030 14 1.666 0.030 13
𝐾 = 5 0.004 0.030 35 0.045 0.030 31 0.609 0.030 28 2.547 0.030 26 62.955 0.030 25
𝐾 = 7 0.011 0.030 50 0.052 0.030 44 1.577 0.030 41 24.349 0.030 39 1174.531 0.030 37
𝐾 = 9 0.013 0.030 64 0.210 0.030 58 4.098 0.030 54 142.760 0.030 51 – – –
𝐾 = 11 0.017 0.030 78 0.280 0.030 71 15.535 0.030 67 1086.269 0.030 64 – – –
𝐾 = 13 0.031 0.030 93 0.498 0.030 85 43.532 0.030 80 – – – – – –
𝐾 = 15 0.047 0.030 107 0.862 0.030 98 115.792 0.030 93 – – – – – –
This phenomenon is due to the fact that the optimization model is based
on the observed process whose state space is independent of the set
of core states. Although the cardinality of the set of core states grows
exponentially with the number of components given by the formula
(𝐾+1)𝐶 , the size of the observed process is 2×(𝑈+1) linearly increasing
9

in the truncation level. Hence, the optimization effort does not suffer
from the curse of dimensionality of the original problem (see, the
given 𝑂𝑡𝑖𝑚𝑒𝑠 in Table 8). However, with the limited RAM that was at
our disposal, there were some problem instances for which we could
not complete the pre-processing stage. These instances are denoted by
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dashes in Table 8. For such instances, it may be worth working further
on the pre-processing part of our approach as future research.

Our procedure neutralizes the complexity of the original problem
in the pre-processing stage, unburdening the optimization part of our
procedure. In contrast, the optimization efforts in the previously avail-
able procedures increase exponentially as 𝐶 or 𝐾 grows. Consequently,
our procedure is capable of handling the problems that were simply
impossible to approach with the existing approaches. The previous
state-of-the-art for the same problem can obtain an optimal solution
for an instance with 𝐾 = 2 and 𝐶 = 3 in 154 h using a supercomputer
with 12 cores and a total RAM capacity of 20.00 GB [7]. Note that
our approach can solve similar problem sizes within milliseconds on a
computer with regular specifications. We do strongly believe that we
extend the current state-of-the-art significantly by providing an effi-
cient solution procedure for conditional-based maintenance problems
in partially observable multi-component systems.

5. Conclusion

In this work, we study maintenance planning for a partially observ-
able multi-component system. The system periodically emits three-level
signals that categorize its condition in terms of reliability. The control
model proposed in the study addresses when to perform maintenance
interventions and how many spare components to take along for the
off-site intervention.

The work is based on a novel approach that introduces a process for
the observed signals, the observed process (OP), and then constructs a
Markov Decision Process (MDP) for the OP. The construction requires
the derivation of conditional distribution of the underlying core states
given the state of the observed process. The core states represent the
joint condition of each component’s deterioration level. The work sup-
plies a computational procedure to obtain all the relevant distributions.
Once the distributions are computed, the transition probabilities for
the observed process as well as the period costs for the MDP can
also be numerically obtained. The MDP is then solved using a linear
programming (LP) approach.

The resulting MDP and LP are rather concise. The number of states
in our approach is independent of the number of deterioration levels
as well as the number of components while the state space of the core
process grows exponentially. Hence, the optimization of the control
model is incomparably efficient compared to previous approaches for
similar systems [7]. This is a major contribution to the literature that
enables application to considerably larger and more complex systems.
In the manuscript, we used this to contribute insights for practitioners
by conducting extensive numerical experiments based on a case study.
Note that such extensive numerical experiments were computationally
too costly with earlier approaches. Finally, the approach is inherently
flexible with the potential for many other similar settings. We addi-
tionally conduct a set of scalability experiments to demonstrate the
efficacy of our methodology in addressing challenges associated with
increased problem scales. The previous state-of-the-art for the same
problem can obtain an optimal solution for an instance with 𝐾 =
2 and 𝐶 = 3 in 154 h using a supercomputer with 12 cores and
a total RAM capacity of 20.00 GB [7]. We would like to highlight
that our methodology exhibits incomparable proficiency in addressing
similar problem instances, providing a solution within milliseconds on
a computing system with regular specifications.

The numerical experiments we present in this work reveal that when
the cost ratio of preventive maintenance to corrective maintenance gets
lower, the advantage of harnessing the optimal policy instead of cor-
rective maintenance heuristics increases. Conversely, under the same
conditions, the optimal policy’s edge over preventive maintenance
heuristics becomes less pronounced. The main reason behind this is that
with an increase in the cost associated with corrective maintenance, the
10

optimal policy prepones the interventions and thus becomes closer to
the preventive maintenance heuristics. The numerical results also indi-
cate that, when dealing with a reliable set of components, the service
provider is more advantageous in deferring preventive maintenance
interventions to the maximum extent possible. So, the optimal policy
begins to resemble the corrective maintenance heuristics, while signif-
icantly outperforming the preventive maintenance heuristics. Last but
not least, we observe that when the number of components increases,
the long-run average maintenance cost the service provider should bear
increases. Larger systems are also more likely to fail earlier since the
failure of any component causes the system to become inoperative
and emit a red signal. To avoid this, the service provider opts to
intervene in such systems earlier, thereby increasing the frequency
of maintenance interventions and the relevant average cost. Another
important observation is that the optimization of the number of parts
to take during intervention is more critical for systems with a larger
number of components. We do believe that these observations hold
significant implications for reliability engineers, especially during the
design stage of new systems.

Our work can be extended in several ways. First of all, we currently
posit the presence of an adequate inventory of spare parts at all times.
Extending this work so as to cover inventory decisions would enable us
to have a better understanding of how these types of decisions affect
the system and the relevant performance metrics and provide better in-
sights for practitioners. However, this might be a challenging extension
with higher computational complexity. Second, in this work, we assume
that in case of a maintenance intervention, all deteriorated components
in the system are replaced with as-good-as-new components. This is
likely not to be the best practice to reduce the cost as some mildly-
deteriorated components can be used for some more time and then be
replaced during the subsequent interventions. However, incorporating
this kind of decision into the current model would be challenging not
only in terms of computational complexity but also in terms of memory
requirements necessary to keep up with the larger system state-space.
Developing an algorithm that is capable of addressing this decision
would be an interesting topic for future research. Finally, it would
be valuable to render our model more data-oriented and adaptive to
changes in the environment. Such an adaptation would be significantly
instrumental for real world deployment by practitioners.
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